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Abstract

We present a detailed overview of the construction of the Ainf-cohomology theory from the preprint
“Integral p-adic Hodge theory”, joint with B. Bhatt and P. Scholze. We focus particularly on the
p-adic analogue of the Cartier isomorphism via relative de Rham–Witt complexes.
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Notes on Ainf-cohomology

These are expanded notes of a mini-course, given at l’Institut des Mathématiques de Jussieu, 15 Jan. –
1 Feb., 2016, detailing some of the main results of the preprint

[BMS] B. Bhatt, M. Morrow, P. Scholze, Integral p-adic Hodge theory, arXiv:1602.03148 (2016).

More precisely, the goal of these notes is to give a detailed, and largely self-contained, presentation of the
construction of the Ainf-cohomology theory from [BMS], focussing on the p-adic analogue of the Cartier
isomorphism via relative de Rham–Witt complexes. By restricting attention to this particular aspect of
[BMS], we hope to have made the construction more accessible. However, the reader should only read
these notes in conjunction with [BMS] itself and is strongly advised also to consult the surveys [3, 17]
by the other authors, which cover complementary aspects of the theory. In particular, in these notes we
do not discuss q-de Rham complexes, cotangent complex calculations, Breuil–Kisin(–Fargues) modules,
or the crystalline and de Rham comparison theorems of [BMS, §12–14], as these topics are not strictly
required for the construction of the Ainf-cohomology theory.1

We now offer a brief layout of the notes. Section 1 recalls some classical problems and results of p-adic
Hodge theory before stating the main theorem of the course, namely the existence of a new cohomology
theory for p-adic schemes which integrally interpolates étale, crystalline and de Rham cohomologies.

Section 2 introduces the décalage functor, which modifies a given complex by a small amount of
torsion. This functor is absolutely essential to our constructions, as it kills the “junk torsion” which so
often appears in p-adic Hodge theory and thus allows us to establish results integrally. An example of
this annihilation of torsion, in the context of Faltings’ almost purity theorem, is given in §2.2.

Section 3 develops the elementary theory of perfectoid rings, emphasising the importance of certain
maps θr, θ̃r which generalise Fontaine’s usual map θ of p-adic Hodge theory and are central to the later
constructions.

Section 4 is a minimal summary of Scholze’s theory of pro-étale cohomology for rigid analytic varieties.
In particular, in §4.3 we explain the usual technique by which the pro-étale manifestation of the almost
purity theorem allows the pro-étale cohomology of “small” rigid affinoids to be (almost) calculated in
terms of group cohomology related to perfectoid rings; this technique is fundamental to our constructions.

In Section 5 we revisit the main theorem and define the new cohomology theory as the hypercoho-
mology of a certain complex AΩX/O. In Theorem 5.5 we state the p-adic Cartier isomorphism, which

identifies the cohomology sheaves of the base change of AΩX/O along θ̃r with Langer–Zink’s relative de
Rham–Witt complex of the p-adic scheme X. We then deduce all main properties of the new cohomology
theory from this p-adic Cartier isomorphism.

Section 6 reviews Langer–Zink’s theory of the relative de Rham–Witt complex, which may be seen
as the initial object in the category of Witt complexes, i.e., families of differential graded algebras over
the Witt vectors which are equipped with compatible Restriction, Frobenius, and Verschiebung maps.
In §6.2 we present one of our main constructions, namely building Witt complexes from the data of a
commutative algebra (in a derived sense), equipped with a Frobenius, over the infinitesimal period ring
Ainf. In §6.3 we apply this construction to the group cohomology of a Laurent polynomial algebra and
prove that the result is precisely the relative de Rham–Witt complex itself; this is the local calculation
which underlies the p-adic Cartier isomorphism.

Finally, Section 7 sketches the proof of the p-adic Cartier isomorphism by reducing to the final calcu-
lation of the previous paragraph. This reduction is based on various technical lemmas that the décalage
functor behaves well under base change and taking cohomology, and that it transforms certain almost
quasi-isomorphisms into quasi-isomorphisms.

Acknowledgements. It is a pleasure to take this chance to thank my coauthors Bhargav Bhatt and
Peter Scholze for the discussions and collaboration underlying [BMS], from which all results in these
notes are taken. I am also grateful to the participants of the mini-course at l’IMJ on which these notes
are based, including J.-F. Dat, C. Cornut, L. Fargues, J.-M. Fontaine, M.-H. Nicole, and B. Klingler, for
their many helpful comments and insightful questions.

1To be precise, there is one step in the construction, namely the equality (dimX) in the proof of Theorem 5.10, where
we will have to assume that the p-adic scheme X is defined over a discretely valued field; this assumption can be overcome
using the crystalline comparison theorems of [BMS].
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1 Introduction

1.1 Mysterious functor and Crystalline Comparison

Here in §1.1 we consider the following common situation:

- K a complete discrete valuation field of mixed characteristic; ring of integers OK ; perfect residue
field k.

- X a proper, smooth scheme over OK .

For ` 6= p, proper base change in étale cohomology gives a canonical isomorphism

Hi
ét(Xk,Z`) ∼= Hi

ét(XK ,Z`)

which is compatible with Galois actions.2 Grothendieck’s question of the mysterious functor is often now
interpreted as asking what happens in the case ` = p. More precisely, how are Hi

ét(XK) := Hi
ét(XK ,Zp)

and Hi
crys(Xk) := Hi

crys(Xk/W (k)) related? In other words, how does p-adic cohomology of X degenerate
from the generic to the special fibre?

Grothendieck’s question is answered after inverting p by the Crystalline Comparison Theorem (Fontaine–
Messing, Bloch–Kato, Faltings, Tsuji, Nizio l,...), stating that there are natural isomorphisms

Hi
crys(Xk)⊗W (k) Bcrys

∼= Hi
ét(XK)⊗Zp Bcrys

which are compatible with Galois and Frobenius actions (and filtrations after base changing to BdR),
where Bcrys and BdR are Fontaine’s period rings (which we emphasise contain 1/p). Hence general theory
of period rings implies that

Hi
crys(Xk)[ 1

p ] = (Hi
ét(XK)⊗Zp Bcrys)

GK

(i.e., the crystalline Dieudonné module of Hi
ét(XK)[ 1

p ], by definition) with ϕ on the left induced by

1⊗ ϕ on the right. In summary, (Hn
ét(XK)[ 1

p ], GK) determines (Hn
crys(Xk)[ 1

p ], ϕ). Similarly, in the other

direction, (Hn
ét(XK)[ 1

p ], GK) is determined by (Hn
crys(Xk)[ 1

p ], ϕ,Hodge fil.).
But what if we do not invert p? There are many partial results in the literature, under various

hypotheses, which we do not attempt to summarise here, except by offering the simplification that
“everything seems to work integrally if ie < p − 1”,3 where e is the absolute ramification degree of K.
With no assumptions on ramification degree, dimension, value of p, etc., we prove in [BMS] results of
the following form:

(i) The torsion in Hi
ét(XK) is “less than” that of Hi

crys(Xk). To be precise,

lengthZp H
i
ét(XK)/pr ≤ lengthW (k)H

i
crys(Xk)/pr

for all r ≥ 1, as one would expect for a degenerating family of cohomologies. In particular, if
Hi

crys(Xk) is torsion-free then so is Hi
ét(XK).

(ii) If H∗crys(Xk) is torsion-free for ∗ = i, i+ 1, then (Hi
ét(XK), GK) determines (Hi

crys(Xk), ϕ).

It really is possible that additional torsion appears when degenerating the p-adic cohomology from
the generic fibre to the special fibre, as the following example indicates (which is labeled a theorem as
there seems to be no case of an X as above for which Hi

ét(XK)⊗Zp W (k) and Hi
crys(X) were previously

known to have non-isomorphic torsion submodules):

Theorem 1.0. There exists a smooth projective relative surface X over Z2 such that Hi
ét(XK) is torsion-

free for all i ≥ 0 but such that H2
crys(Xk) contains non-trivial 2-torsion.4

2To be precise, the isomorphism depends only on a choice of specialisation of geometric points of SpecOK . A consequence
of the compatibility with Galois actions is that the action of GK on Hi

ét(XK ,Z`) is unramified.
3Our results can presumably make this more precise.
4In [BMS, Thm. 2.10] we also give an example for which H2

ét(XK)tors = Z/p2Z and H2
crys(Xk)tors = k ⊕ k.
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Sketch of proof. Step 1: Let S0 be any “singular” Enriques surface over F2. Here “singular” means that
the torsion subgroup of the Picard scheme of S0 is isomorphic to the group scheme µ2, or equivalently
that the universal cover of S0 is provided by a Z/2Z-Galois cover S̃0 → S0 where S̃0 is a K3 surface. It is
in fact not clear that singular Enriques surfaces exist over F2, but we construct an example. A theorem
of Lang–Ogus [13] states that S0 lifts to a smooth projective scheme S over Z2, and S̃0 then of course

lifts to a Z/2Z-Galois cover S̃ → S.

The reason we start with an Enriques surface is that Illusie [10, Prop. 7.3.5] has calculated that
H2

crys(S0/W (F2)) = Z10
2 ⊕ Z/2Z, which will be the source of the torsion in crystalline cohomology.

Step 2: Let E be an ordinary elliptic curve over Z2. There is a canonical copy of µ2 inside the
2-torsion E[2] (Proof: ordinarity of E implies that E[2] is a twisted form of the group scheme µ2⊕Z/2Z;
normally µp has p − 1 twisted forms, but here p = 2 and so E[2] ⊃ µ2). Let η : Z/2Z → µ2 be the
morphism of group schemes over Z2 which is generically an isomorphism but is zero on the special fibre,
and consider the composition

Z/2Z→ µ2 ↪→ E.

Now push out the Z/2Z-Galois cover S̃ → S along this map to form an E-torsor

D := E ×Z/2Z S̃ −→ S,

where D is a smooth projective relative 3-fold over Z2.

Step 3: Calculate the p-adic cohomologies of D. On the special fibre the torsor becomes trivial
by construction, i.e., DFp = EFp ×Fp S0, and so the Künneth formula implies that H2

crys(DF2
/W (F2))

contains a copy of H2
crys(S0/W (F2)) ⊃ Z/2Z. Conversely, on the generic fibre, it can be shown that

H∗ét(DQ2
,Z2) is free for ∗ = 0, 1, 2 (the cases ∗ = 0, 1 are automatic, but the case ∗ = 2 is probably the

hardest part of the whole construction, for which we refer to [Prop. 2.2(i), BMS]).

Step 4: Let X ⊆ D be any sufficiently ample smooth hypersurface (this is possible over F2 by
Bertini theorems of Gabber and Poonen). The sufficiently ampleness condition ensures that the weak
Lefschetz theorem in crystalline cohomology holds integrally, so that Z/2Z ⊂ H2

crys(DF2
/W (F2)) ↪→

H2
crys(XF2

/W (F2)). To complete the proof it remains only to show that H∗ét(XQ2
,Z2) is free for ∗ =

0, 1, 2, 3, 4; the cases ∗ = 0, 1 are standard, and we will check ∗ = 2 in a moment, whence the cases
∗ = 3, 4 follow from Poincaré duality. It remains only to check ∗ = 2, for which we let U = D \X, which
is affine, and consider the localisation sequence

H2
c,ét(UQ2

,Z2)→ H2
ét(DQ2

,Z2)→ H2
ét(XQ2

,Z2)→ H3
c,ét(UQ2

,Z2)→ . . . .

Since U is affine, smooth and 3-dimensional, Artin’s cohomological bound (and Poincaré duality) implies
that H∗c,ét(UQ2

,Z2) and H∗c,ét(UQ2
,Z/2Z) vanish for ∗ < 3. It follows that H3

c,ét(UQ2
,Z2) is free over Z2,

whence the displayed localisation sequence and the proved freeness of H2
ét(DQ2

,Z2) imply the freeness

of H2
ét(XQ2

,Z2), as desired.

1.2 Statement of main theorem, and outline

The following notation will be used repeatedly in these notes:

- C is a complete, non-archimedean, algebraically closed field of mixed characteristic;5 ring of inte-
gers O; residue field k.

- O[ := lim←−ϕO/pO is the tilt (using Scholze’s language [15] – or RO in Fontaine’s original notation

[8]) of O; so O[ is a perfect ring of characteristic p which is the ring of integers of C[ := FracO,
which is a complete, non-archimedean, algebraically closed field with residue field k.

5More general, most of the theory which we will present works for any perfectoid field of mixed characteristic which
contains all p-power roots of unity.
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- Ainf := W (O[) is the first period ring of Fontaine;6 it is equipped with the usual Witt vector
Frobenius ϕ. There are three key specialisation maps:

W (C[)

O Ainf
Fontaine’s map θ

de Rhamoooo crystalline // //?�

étale

OO

W (k)

where Fontaine’s map θ will be discussed in detail, and in greater generality, in Section 3.

The goal of this notes is to provide a detailed overview of the proof of the following theorem, proving the
existence of a cohomology theory, taking values in Ainf-modules, which integrally interpolates the étale,
crystalline, and de Rham cohomologies of a p-adic scheme:

Theorem 1.1. For any proper, smooth (possibly formal) scheme X over O, there is a perfect complex
RΓA(X) of Ainf-modules, functorial in X and equipped with a ϕ-semi-linear endomorphism ϕ, with the
following specialisations (which are compatible with Frobenius actions where they exist):

(i) Étale: RΓA(X) ⊗L
Ainf

W (C[) ' RΓét(X,Zp) ⊗L
Zp W (C[), where X := XC is the generic fibre of X

(viewed as a rigid analytic variety over C in the case that X is a formal scheme)

(ii) Crystalline: RΓA(X)⊗L
Ainf

W (k) ' RΓcrys(Xk/W (k)).

(iii) de Rham: RΓA(X)⊗L
Ainf
O ' RΓdR(X/O).

The individual cohomology groups

Hi
A(X) := Hi(RΓA(X))

have the following properties:

(iv) Hi
A(X) is a finitely presented Ainf-module;

(v) Hi
A(X)[ 1

p ] is finite free over Ainf[
1
p ];

(vi) Hi
A(X) is equipped with a Frobenius semi-linear endomorphism ϕ which becomes an isomorphism

after inverting any generator ξ ∈ Ainf of Ker θ, i.e., ϕ : Hi
A(X)[ 1

ξ ]
'→ Hi

A(X)[ 1
ϕ(ξ) ];

(vii) Étale: Hi
A(X)⊗Ainf

W (C[) ∼= Hi
ét(X,Zp)⊗Zp W (C[), whence

(Hi
A(X)⊗Ainf

W (C[))ϕ=1 ∼= Hi
ét(X,Zp).

(viii) Crystalline: there is a short exact sequence

0 −→ Hi
A(X)⊗Ainf

W (k)→ Hi
crys(Xk/W (k)) −→ Tor

Ainf
1 (Hi+1

A (X),W (k)) −→ 0,

where the Tor1 term is killed by a power of p.

(ix) de Rham: there is a short exact sequence

0 −→ Hi
A(X)⊗Ainf

O → Hi
dR(X/O) −→ Hi+1

A (X)[ξ] −→ 0,

where the third term is again killed by a power of p.

(x) If Hi
crys(Xk/W (k)) or Hi

dR(X/O) is torsion-free, then Hi
A(X) is a finite free Ainf-module.

6A brief introduction to O[ and Ainf may be found at the beginning of Appendix A.
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Corollary 1.2. Let X be as in the previous theorem, fix i ≥ 0, and assume Hi
crys(Xk/W (k)) is torsion-

free. Then Hi
ét(X,Zp) is also torsion-free. If we assume further that Hi+1

crys(Xk/W (k)) is torsion-free,
then

Hi
A(X)⊗Ainf

W (k) = Hi
crys(Xk/W (k)) and Hi

A(X)⊗Ainf
O = Hi

dR(X/O).

Proof. We first mention that the “whence” assertion of part (vii) of the previous theorem is the following
general, well-known assertion: if M is a finitely generated Zp-module and K is any field of characteristic
p, then (M ⊗Zp W (K))ϕ=1 = M (where ϕ really means 1⊗ ϕ).

Now assume Hi
crys(Xk/W (k)) is torsion-free. Then part (x) of the previous theorem implies that

Hi
A(X) is finite free; so from part (vii) we see that Hi

ét(X,Zp) cannot have torsion. If we also assume
Hi+1

crys(Xk/W (k)) is torsion-free, then Hi+1
A (X) is again finite free by (x), and so no torsion terms appear

in the short exact sequences in parts (viii) and (ix) of the previous theorem.

Having stated the main theorem, we now give a very brief outline of the ideas which will be used to
construct the Ainf-cohomology theory.

(i) We will define RΓA(X) to be the Zariski hypercohomology of the following complex of sheaves of
Ainf-modules on the formal scheme X:

AΩX/O := Lηµ(Rν∗(Ainf,X))

where:

- Ainf,X is a certain period sheaf of Ainf-modules on the pro-étale site Xproét of the rigid analytic
variety X (note that even if X is an honest scheme over O, we must view its generic fibre as
a rigid analytic variety);

- ν : Xproét → XZar is the projection map to the Zariski site of X;

- Lη is the décalage functor which modifies a given complex by a small amount of torsion (in
this case with respect to a prescribed element µ ∈ Ainf).

(ii) Parts (ii) and (iii) of Theorem 1.1 are proved simultaneously by relating AΩX/O to Langer–Zink’s
relative de Rham–Witt complex WrΩ

•
X/O; indeed, this equals Ω•X/O if r = 1 (which computes

de Rham cohomology of X) and satisfies WrΩ
•
X/O ⊗Wr(O) Wr(k) = WrΩ

•
Xk/k

(where WrΩ
•
Xk/k

is
the classical de Rham–Witt complex of Bloch–Deligne–Illusie computing crystalline cohomology of
Xk).

(iii) If Spf R is an affine open of X (so R is a p-adically complete, formally smooth O-algebra7) which
is small, i.e., formally étale over O〈T±1

1 , . . . , T±1
d 〉 (:= the p-adic completion of O[T±1

1 , . . . , T±1
d ]),

then we will use the almost purity theorem to explicitly calculate RΓZar(Spf R,AΩX/O) in terms of
group cohomology and Koszul complexes. These calculations can be rephrased using “q-de Rham
complexes” over Ainf (=deformations of the de Rham complex), but we do not do so in these notes.

(iv) Two notes on the history of the results:

- Early motivation for the existence of RΓA(X) (e.g., as discussed by Scholze at Harris’ 2014
MSRI birthday conference) came from topological cyclic homology. These notes say nothing
about that point of view.

- At the time of writing the announcement of our results [4], we only knew that the definition of
RΓA(X) in part (i) of the remark almost (in the precise sense of Faltings’ almost mathematics)
had the desired properties of Theorem 1.1, so it was necessary to modify the definition slightly;
this modification is no longer necessary.

7Throughout these notes we follow the convention that formally smooth/étale includes the condition of being topo-
logically finitely presented, i.e., a quotient of O〈T1, . . . , TN 〉 by a finitely generated ideal. Under this convention formal
smoothness implies flatness. In fact, according to a result of Elkik [7, Thm 7] (see Rmq. 2 on p. 587 for elimination of the
Noetherian hypothesis), a p-adically complete O-algebra is formally smooth if and only if it is the p-adic completion of a
smooth O-algebra.
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2 The décalage functor Lη: modifying torsion

For a ring A and non-zero divisor f ∈ A, we define the décalage functor which was introduced first by
Berthelot–Ogus [2, Chap. 8] following a suggestion of Deligne. It will play a fundamental role in our
constructions.

Definition 2.1. Suppose that C is a cochain complex of f -torsion-free A-modules. Then we denote by
ηfC the subcomplex of C[ 1

f ] defined as

(ηfC)i := {x ∈ f iCi : dx ∈ f i+1Ci+1}

i.e., ηfC is the largest subcomplex of C[ 1
f ] which in degree i is contained in f iCi for all i ∈ Z.

It is easy to compute the cohomology of ηfC:

Lemma 2.2. The map Ci → (ηfC)i given by m→ f im induces a natural isomorphism

Hi(C)/Hi(C)[f ]
'→ Hi(ηfC).

Proof. It is easy to see that the map induces Hi(C) → Hi(ηfC), and the kernel corresponds to those
x ∈ Ci such that dx = 0 and fx ∈ d(Ci−1), i.e., Hi(C)[f ].

Corollary 2.3. If C
∼→ C ′ is a quasi-isomorphism of complexes of f -torsion-free A-modules, then the

induced map ηfC → ηfC
′ is also a quasi-isomorphism.

Proof. Immediate from the previous lemma.

We may now derive ηf . There is a well-defined endofunctor Lηf of the derived category D(A) defined

as follows: if D ∈ D(A) then pick a quasi-isomorphism C
∼→ D where C is a cochain complex of

f -torsion-free A-modules (e.g., pick a projective resolution, at least if D is bounded above) and set

LηfD := ηfC.

This is well-defined by the previous corollary and standard formalism of derived categories.8 The general
theory of the functor Lηf will be spread out through the notes (see especially Remarks 5.7 and 6.8); now
we proceed to two important examples.

2.1 Example 1: Crystalline cohomology

The following proposition is the origin of the décalage functor, in which A = W (k) and f = p; it is
closely related to the Cartier isomorphism for the de Rham–Witt complex.

Proposition 2.4. Let k be a perfect field of characteristic p and R a smooth k-algebra. Then

(i) (Illusie 1979) The absolute Frobenius ϕ : WΩ•R/k →WΩ•R/k is injective and has image ηpWΩ•R/k,
thus inducing a Frobenius semi-linear isomorphism

Φ : WΩ•R/W (k)
'→ ηpWΩ•R/W (k).

(ii) (Berthelot–Ogus 1978) There exists a Frobenius semi-linear quasi-isomorphism

Φ : RΓcrys(R/W (k))
∼→ LηpRΓcrys(R/W (k)).

Proof. Obviously (i)⇒(ii), but (ii) was proved earlier and is the historical origin of Lη: see [2, Thm. 8.20]
(with the zero gauge). Berthelot–Ogus applied it to study the relation between the Newton and Hodge
polygons associated to a proper, smooth variety over k.

(i) is a trivial consequence of the following standard de Rham–Witt identities:

- ϕ has image in ηpWΩ•R/k since ϕ = piF on WΩiR/k and dϕ = ϕd.

- ϕ is injective since FV = V F = p.

- the image of ϕ is exactly ηpWΩ•R/k since d−1(pWΩi+1
R/k) = F (WΩiR/k) [10, Eqn. I.3.21.1.5].

8 Warning. Lηf does not preserve distinguished triangles! For example, if A = Z then Lηp(Z/pZ) = 0 but
Lηp(Z/p2Z) = Z/pZ.
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2.2 “Example 2”: An integral form of Faltings’ almost purity theorem

We now present an integral form of (the main consequence of) Faltings’ almost purity theorem; we do not
need this precise result, but we will make use of Lemma 2.7 and the “goodness” of the group cohomology
established in the course of the proof of Theorem 2.5. Moreover, readers familiar with Faltings’ approach
to p-adic Hodge theory may find this result quite motivating. To recall Faltings’ almost purity theorem
we consider the following situation:

- C is a complete, non-archimedean, algebraically closed field of mixed characteristic; ring of inte-
gers O.

- R is a p-adically complete, formally smooth O-algebra, which we further assume is connected
and small, i.e., formally étale over O〈T±1〉 := O〈T±1

1 , . . . , T±1
d 〉. As usual in Faltings’ theory, we

associate to this the following two rings:

- R∞ := R⊗̂O〈T±1〉O〈T±1/p∞〉 – this is acted on by Γ := Zp(1)d via R-algebra automorphisms

in the usual way: given γ ∈ Γ = HomZp((Qp/Zp)d, µp∞) and k1, . . . , kd ∈ Z[ 1
p ], the action is

γ · T k11 · · ·T
kd
d := γ(k1, . . . , kd)T

k1
1 · · ·T

kd
d .

- R := the p-adic completion of the normalisation of R in the maximal (ind)étale extension of R[ 1
p ]

– this is acted on by ∆ := Gal(R[ 1
p ]) via R-algebra automorphisms, and its restriction to R∞ gives

the Γ-action there.

Faltings’ almost purity theorem states R is an “almost étale” R∞-algebra, and the main consequence
of this is that the resulting map on continuous group cohomology

RΓcont(Γ, R∞) −→ RΓcont(∆, R)

is an almost quasi-isomorphism (i.e., all cohomology groups of the cone are killed by the maximal ideal
m ⊂ O). This is his key to calculating étale cohomology in terms of de Rham cohomology; indeed,
RΓcont(∆, R) is a priori hard to calculate and encodes Galois/étale cohomology, while RΓcont(Γ, R∞) is
easy to calculate using Koszul complexes (as we will see in the proof of Theorem 2.5) and differential
forms.

The following is our integral form of this result, in which we apply Lη with respect to any element
f ∈ m ⊂ O:

Theorem 2.5. Under the above set-up, the induced map

LηfRΓcont(Γ, R∞) −→ LηfRΓcont(∆, R)

is a quasi-isomorphism (not just an almost quasi-isomorphism!) for any non-zero f ∈ m.

Remark 2.6. (i) The proof of Theorem 2.5 requires knowing nothing new about RΓcont(∆, R): a key
remarkable property of Lη is that it can transform almost quasi-isomorphisms into actual quasi-
isomorphisms, having only imposed hypotheses on the domain, not the codomain, of the morphism;
this will be explained in the next lemma.

(ii) The theorem implies that the kernel and cokernel of Hi
cont(Γ, R∞)→ Hi

cont(∆, R) are killed by f ;
since f is any element of m, the kernel and cokernel are killed by m. Thus Theorem 2.5 is a family
of on-the-nose integral results which recovers Faltings’ almost quasi-isomorphism RΓcont(Γ, R∞)→
RΓcont(∆, R).

Lemma 2.7. Let M ⊆ A be an ideal of a ring and f ∈ M a non-zero-divisor. Say that an A-module
M is “good” if and only if both M and M/fM contain no non-zero elements killed by M. Then the
following statements hold:

(i) If M → N is a homomorphism of A-modules with kernel and cokernel killed by M, and M is good,
then M/M [f ]→ N/N [f ] is an isomorphism.

(ii) If C → D is a morphism of complexes of A-modules whose cone is killed by M, and all cohomology
groups of C are good, then LηfC → LηfD is a quasi-isomorphism.
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Proof. Clearly (ii) is a consequence of (i) and Lemma 2.2. So we must prove (i).
Since the kernel of M is killed by M, but M contains no non-zero elements killed by M, we see that

M → N is injective, and we will henceforth identify M with a submodule of N . Then M [f ] = M ∩N [f ]
and so M/M [f ]→ N/N [f ] is also injective.

Since the quotient N/M is killed by M, there is a chain of inclusions MfN ⊆ fM ⊆ fN ⊆M . But
M/fM contains no non-zero elements killed by M, so fM = fN , and this completes the proof: any
n ∈ N satisfies fn = fm for some m ∈M , whence n ≡ m mod N [f ].

Proof of Theorem 2.5. To prove Theorem 2.5 we use Faltings’ almost purity theorem and Lemma 2.7 (in
the context A = O, f ∈M = m): so it is enough to show that Hi

cont(Γ, R∞) is “good” for all i ≥ 0. This
is a standard type of explicit calculation of Hi

cont(Γ, R∞) in terms of Koszul complexes. For the sake of
the reader unfamiliar with this type of calculation, the special case that R = O〈T±1〉 is presented in a
footnote;9 here in the main text we will prove the general case. Both there and here we pick a compatible
sequence ζp, ζp2 , · · · ∈ O of p-power roots of unity to get a generator γ ∈ Zp(1) and an identification
Γ ∼= Zdp; as a convenient abuse of notation, we write ζk := ζapj when k = a/pj ∈ Z[ 1

p ].

First note that O〈T±1/p∞〉 admits a Γ-equivariant decomposition into O〈T±1〉-modules:

O〈T±1/p∞〉 = O〈T±1〉 ⊕ O〈T±1〉non-int,

where

O〈T±1〉non-int :=
⊕̂

k1,...,kd∈Z[
1
p ]∩[0,1)

not all zero

O〈T±1〉T k11 · · ·T
kd
d

(where the hat denotes p-adic completion of the sum), with the generators γ1, . . . , γd ∈ Γ acting on the
rank-one free O-module OT k11 · · ·T

kd
d respectively as multiplication by ζk1 , . . . , ζkd .

Base changing to R we obtain a similar Γ-equivariant decomposition of R∞ into R-modules

R∞ = R⊕Rnon-int
∞ , Rnon-int

∞ :=
⊕̂

k1,...,kd∈Z[
1
p ]∩[0,1)

not all zero

RT k11 · · ·T
kd
d ,

and so RΓcont(Zdp, R∞) ' RΓcont(Zdp, R)⊕RΓcont(Zdp, Rnon-int
∞ ), where

RΓcont(Zdp, Rnon-int
∞ ) '

⊕̂
k1,...,kd∈Z[

1
p ]∩[0,1)

not all zero

RΓcont(Zdp, RT
k1
1 · · ·T

kd
d )

9 In this footnote we carry out the calculation of the proof of Theorem 2.5 when R = O〈T±1〉, in which case R∞ =
O〈T±1/p∞ 〉. To reiterate, we must show that Hi

cont(Γ, R∞) is good for all i ≥ 0.
First note that R∞ admits a Γ-equivariant decomposition into O-submodules

R∞ =
⊕̂

k∈Z[ 1
p
]
OTk

(where the hat denotes p-adic completion of the sum), with the generator γ ∈ Γ acting on the rank-one free O-module

OTk as multiplication by ζk. Thus RΓcont(Zp,OTk) ' [O ζk−1−−−−→ O] (since the group cohomology of an infinite cyclic
group with generator γ is computed by the invariants and coinvariants of γ, and similarly in the case of continuous group
cohomology), and so

RΓcont(Zp, R∞) '
⊕̂

k∈Z[ 1
p
]
[O ζk−1−−−−→ O]

(where the hat now denotes the derived p-adic completion of the sum of complexes), which has cohomology groups

H0
cont(Zp, R∞) ∼=

⊕̂
k∈Z
O ⊕ 0, H1

cont(Zp, R∞) ∼=
⊕̂

k∈Z
O ⊕

⊕
k∈Z[ 1

p
]\Z

O/(ζk − 1)O

(once some care is taken regarding the p-adic completions: see footnote 10).
We claim that both cohomology groups are good. Since O has no non-zero elements killed by m, it remains only to prove

that the same is true of O/aO, where a = f or ζk − 1 for some k ∈ Z[ 1
p

] \Z. But this is an easy argument with valuations:

if x ∈ O is almost a multiple of a, then νp(x)+ε ≥ νp(a) for all ε > 0, whence νp(x) ≥ νp(a) and so x is actually a multiple
of a.

9
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(where the hat now denotes the derived p-adic completion of the sum of complexes). Now we must
calculate Hi

cont(Zp, ?) for ? = R or RT k11 · · ·T
kd
d .

In the first case, the action of Zdp on R is trivial and so a standard group cohomology fact says

that Hi
cont(Zdp, R) ∼=

∧i
RR

d. In the second case, another standard group cohomology fact says that

RΓcont(Zdp, RT
k1
1 · · ·T

kd
d ) can be calculated by the Koszul complex Kr(ζ

k1 −1, . . . , ζkd −1); then Lemma
B.1 reveals (crucially using that not all ki are zero) that

Hi
cont(Zdp, RT

k1
1 · · ·T

kd
d ) ∼= R/(ζpr − 1)R(d−1

i−1)

where r := −min1≤i≤d νp(ki) ≥ 1 is the smallest integer such that ζpr − 1|ζki − 1 for all i = 1, . . . , d.
Assembling10 these calculations yields isomorphisms

Hi
cont(Γ, R∞) ∼=

i∧
R

Rd ⊕
⊕

k1,...,kd∈Z[
1
p ]∩[0,1)

not all zero

R/(ζ
p
−min1≤i≤d νp(ki) − 1)R(d−1

i−1),

which we claim is good for each i ≥ 0. That is, we must show that R, R/fR, and R/(ζpr−1)R, for r ≥ 1,
contain no non-zero elements killed by m. This is trivial for R itself since it is a torsion-free O-algebra,
so it remains to show, for each non-zero a ∈ m, that R/aR contains no non-zero elements killed by m;
but R is a topologically free O-module [BMS, Lem. 8.10] and so R/aR is a free O/aO-module, thereby
reducing the problem to the analogous assertion for O/aO, which was proved in the final paragraph of
footnote 9.

3 Algebraic preliminaries on perfectoid rings

Fix a prime number p, and let A be a commutative ring which is π-adically complete (and separated)
for some element π ∈ A dividing p. Denoting by ϕ : A/pA→ A/pA the absolute Frobenius, we have:

- the tilt A[ := lim←−ϕA/pA of A, which is a perfect Fp-algebra, on which we also denote the absolute

Frobenius by ϕ. We sometimes write elements of A[ as x = (x0, x1, . . . ), where xi ∈ A/pA and
xpi = xi−1 for all i ≥ 1, and unless indicated otherwise the “projection A[ → A/pA” refers to the
map x 7→ x0.

- the associated “infinitesimal period ring” W (A[) of Fontaine, which is denoted by Ainf(A) in [BMS].
Note that, since A[ is a perfect ring, W (A[) behaves just like the ring of Witt vectors of a perfect
field of characteristic p: in particular p is a non-zero divisor of W (A[), each element has a unique
expansion of the form [x] + p[y] + p2[z] + · · · , and W (A[)/pr = Wr(A

[) for any r ≥ 1.

10This step requires some care about p-adic completions: the following straightforward result is sufficient. Suppose (Cλ)λ
is a family of complexes satisfying the following for all i ∈ Z: the group Hi(Cλ) is p-adically complete and separated for

all λ, with a bound on its p-power-torsion which is independent of λ. Then Hi(
⊕̂
λCk) =

⊕̂
λH

i(Cλ), where the left hat
is the derived p-adic completion of the sum of complexes, and the right hat is the usual p-adic completion of the sum of

cohomology groups. Proof. Set Cdisc :=
⊕
λ Cλ and C = Ĉdisc (derived p-adic completion); then the usual short exact

sequences associated to a derived p-adic completion are

0

��
lim←−

1
r
Hi(Cdisc)[pr]

��
0 // Ext1Zp (Qp/Zp, Hi(Cdisc)) //

��

Hi(C) // HomZp (Qp/Zp, Hi+1(Cdisc)) // 0

̂Hi(Cdisc) =
⊕̂
λH

i(Cλ)

��
0

Our assumption that
⊕
λH

i(Cλ) has bounded p-power-torsion implies that the right and top terms vanish. �
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The goal of this section is to study these construction in more detail, in particular to introduce ring
homomorphisms

θ̃r, θr : W (A[) −→Wr(A)

which play a fundamental role in the paper, and to define perfectoid rings.

3.1 The maps θr, θ̃r

The following lemma is helpful in understanding A[ and will be used several times; we omit the proof
since it is relatively well-known and based on standard p-adic or π-adic approximations:

Lemma 3.1. The canonical maps

lim←−
x 7→xp

A −→ A[ = lim←−
ϕ

A/pA −→ lim←−
ϕ

A/πA

are isomorphisms of monoids (resp. rings).

Before stating the main lemma which permits us to define the maps θr, we recall that if B is any
ring, then the associated rings of Witt vectors Wr(B) are equipped with three operators:

R,F : Wr+1(B)→Wr(B) V : Wr(B)→Wr+1(B),

where R,F are ring homomorphisms, and V is merely additive. Therefore we can take the limit over r
in two ways (of which the second is probably more familiar):

lim←−
r wrt F

Wr(B) or W (B) = lim←−
r wrt R

Wr(B).

Lemma 3.2. Let A be as above, i.e., a ring which is π-adically complete with respect to some element
π ∈ A dividing p. Then the following three ring homomorphisms are isomorphisms:

W (A[) = lim←−r wrt R
Wr(A

[) lim←−r wrt F
Wr(A

[)
ϕ∞

(i)
oo

(ii)

��
lim←−r wrt F

Wr(A)
(iii)

// lim←−r wrt F
Wr(A/πA)

where

(i) ϕ∞ is induced by the homomorphisms ϕr : Wr(A
[)→Wr(A

[) for r ≥ 1;

(ii) the right vertical arrow is induced by the projection A[ → A/pA→ A/πA;

(iii) the bottom horizontal arrow is induced by the projection A→ A/πA.

There is therefore an induced isomorphism

W (A[)
'−→ lim←−

r wrt F

Wr(A)

making the diagram commute.

Proof. (i) is a formal consequence of A[ being a perfect ring and commutativity of

Wr+1(A[)
ϕ

∼= //

F &&MM
MMM

MMM
MM

Wr+1(A[)

R

��
Wr(A

[)

11
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(ii) Since Wr commutes with inverse limits of rings we have

lim←−
r wrt F

Wr(A
[) = lim←−

r wrt F

lim←−
ϕ

Wr(A/πA) = lim←−
ϕ

lim←−
r wrt F

Wr(A/πA)
'→ lim←−

r wrt F

Wr(A/πA),

where the first equality uses Lemma 3.1, and the final projection is an isomorphism since ϕ induces
an automorphism of the ring lim←−r wrt F

Wr(A/πA) (thanks again to the formulae Rϕ = ϕR = F in

characteristic p).

(iii) is the most subtle part. Firstly, for any fixed s ≥ 1 we claim that the canonical morphism of
pro-rings

{Wr(A/π
sA)}r wrt F → {Wr(A/πA)}r wrt F

is an isomorphism. As it is level-wise surjective, it is enough to show that the kernel {Wr(πA/π
sA)}s

is pro-isomorphic to zero; fix r ≥ 1. There exists c ≥ 1 such that pc is zero in Wr(A/π
sA),11 and we

claim that F s+c : Wr+s+c(A/π
sA) → Wr(A/π

sA) kills the kernel Wr+s+c(πA/π
sA). Each element in

the kernel can be written as
∑r+s+c−1
i=0 V i[πai] for some ai ∈ A/psA, and indeed

F s+c

(
r+s+c−1∑
i=0

V i[πai]

)
=

c−1∑
i=0

pi[πai]
ps+c−i + pcF s

(
r+s+c−1∑

i=c

V i−c[πai]

)
= 0.

This proves the desired pro-isomorphism, from which it follows that

lim←−
r wrt F

Wr(A/π
sA)

'−→ lim←−
r wrt F

Wr(A/πA).

Taking the limit over s ≥ 1, exchanging the order of the limits, and using the isomorphism Wr(A)
'→

lim←−sWs(A/π
sA) (again since Wr commutes with inverse limits) completes the proof.

Definition 3.3. Continue to let A be as in the previous lemma, and r ≥ 1. Define θ̃r : W (A[)→Wr(A)
to be the composition

θ̃r : W (A[)
'−→ lim←−

r wrt F

Wr(A) −→Wr(A),

where the first map is the isomorphism of the previous lemma, and the second map is the canonical
projection. Also define

θr := θ̃r ◦ ϕr : W (A[) −→Wr(A).

We stress that the Frobenius maps F : Wr+1(A) → Wr(A) need not be surjective, and thus θr, θ̃r
need not be surjective; indeed, such surjectivity will be part of the definition of a perfectoid ring (see
Lemma 3.6).

To explicitly describe the maps θr and θ̃r, we follow the usual convention of exploiting the isomorphism
of monoids of Lemma 3.1 to denote an element x ∈ A[ either as x = (x0, x1, . . . ) ∈ lim←−ϕA/pA or

x = (x(0), x(1), . . . ) ∈ lim←−x7→xp A:

Lemma 3.4. For any x ∈ A[ we have θr([x]) = [x(0)] ∈Wr(A) and θ̃r([x]) = [x(r)] for r ≥ 1.

Proof. The formula for θ̃r follows from a straightforward chase through the above isomorphisms, and the
corresponding formula for θr is an immediate consequence.

11 Proof. Since pr vanishes in the Wr(Fp)-algebra Wr(A/pA), it also vanishes in Wr(A/πA), and therefore its Witt

vector expansion has the form pr = (a0π, . . . , ar−1π) =
∑r−1
i=0 V

i[aiπ] for some ai ∈ A. Using the identity V i[a]V j [b] =

piV j [abp
j−i

] for a, b ∈ A and j ≥ i, it is now easy to see that if c � 0 (depending on r and s) then pc vanishes in
Wr(A/πsA). �
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In particular, Lemma 3.4 implies that θ := θ1 : W (A[)→ A is the usual map of p-adic Hodge theory
as defined by Fontaine [8, §1.2], and also shows that the diagram

W (A[)
θr //

��

Wr(A)

��
Wr(A

[) // Wr(A/pA)

commutes, where the left arrow is the canonical restriction map and the bottom arrow is induced by the
projection A[ → A/pA.

The following records the compatibility of the maps θr and θ̃r with the usual operators on the Witt
groups:

Lemma 3.5. Continue to let A be as in the previous two lemmas. Then the following diagrams commute:

W (A[)

id

��

θr+1 // Wr+1(A)

R

��
W (A[)

θr // Wr(A)

W (A[)

ϕ

��

θr+1 // Wr+1(A)

F

��
W (A[)

θr // Wr(A)

W (A[)
θr+1 // Wr+1(A)

W (A[)
θr //

λr+1ϕ
−1

OO

Wr(A)

V

OO

where the third diagram requires an element λr+1 ∈ W (A[) satisfying θr+1(λr+1) = V (1) in Wr+1(A).
Equivalently, the following diagrams commute:

W (A[)

ϕ−1

��

θ̃r+1 // Wr+1(A)

R

��
W (A[)

θ̃r // Wr(A)

W (A[)

id

��

θ̃r+1 // Wr+1(A)

F

��
W (A[)

θ̃r // Wr(A)

W (A[)
θ̃r+1 // Wr+1(A)

W (A[)
θ̃r //

×ϕr+1(λr+1)

OO

Wr(A)

V

OO

Proof. We check the second set of diagrams, since it is these we will use when constructing Witt complexes
(even though it is the first set of diagrams which initially appear more natural). Under the chain of

isomorphisms of Lemma 3.2 defining W (A[)
'→ lim←−r wrt F

Wr(A) it is easy to check that the action of

ϕ−1 on W (A[) corresponds to that of the restriction map R on lim←−r wrt F
Wr(A). That is, the diagram

W (A[)

ϕ−1

��

θ̃r+1 // Wr+1(A)

R

��
W (A[)

θ̃r // Wr(A)

commutes. Commutativity of the second diagram follows from the definition of the maps θ̃r. Finally,
using commutativity of the second diagram, the commutativity of the third diagram follows from the
fact that V F is multiplication by V (1) on Wr+1(A).

3.2 Perfectoid rings

The next goal is to define what it means for A to be perfectoid, which requires discussing surjectivity
and injectivity of the Frobenius on A/pA. We do this in greater generality than we require, but this

greater generality reveals the intimate relation to the map θ and its generalisations θr, θ̃r.

Lemma 3.6. Let A be a ring which is π-adically complete with respect to some element π ∈ A such that
πp divides p. Then the following are equivalent:

(i) Every element of A/πpA is a pth-power.

13
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(ii) Every element of A/pA is a pth-power.

(iii) Every element of A/πpA is a pth-power.

(iv) The Witt vector Frobenius F : Wr+1(A)→Wr(A) is surjective for all r ≥ 1.

(v) θr : W (A[)→Wr(A) is surjective for all r ≥ 1.

(vi) θ : W (A[)→ A is surjective.

Moreover, if these equivalent conditions hold then there exist u, v ∈ A× such that uπ and vp admit
systems of p-power roots in A.

Proof. The implications (i)⇒(ii)⇒(iii) are trivial since πpA ⊆ pA ⊆ πpA. (v)⇒(vi) is also trivial since
θ = θ1.

(iii)⇒(i): a simple inductive argument allows us to write any given element x ∈ A as an infinite sum
x =

∑∞
i=0 x

p
i π

pi for some xi ∈ A; but then x ≡ (
∑∞
i=0 xiπ

i)p mod pπA.
(iv)⇒(ii): Clear from the fact that the Frobenius F : W2(A) → W1(A) = A is explicitly given by

(α0, α1) 7→ αp0 + pα1.
(iv)⇒(v): The hypothesis states that the transition maps in the inverse system lim←−r wrt F

Wr(A) are

surjective, which implies that each map θ̃r is surjective, and hence that each map θr is surjective.
(vi)⇒(ii): Clear since any element of A in the image of θ is a pth-power mod p.
It remains to show that (ii)⇒(iv), but we will first prove the “moreover” assertion using only (i)

(which we have shown is equivalent to (ii)). Applying Lemma 3.1 to both A and A/πpA implies that the
canonical map lim←−x7→xp A→ lim←−x 7→xp A/πpA is an isomorphism. Applying (i) repeatedly, there therefore

exists ω ∈ lim←−x7→xp A such that ω(0) ≡ π mod πpA (resp. ≡ p mod πpA). Writing ω(0) = π + πpx

(resp. ω(0) = p+πpx) for some x ∈ A, the proof of the “moreover” assertion is completed by noting that
1 + px ∈ A× (resp. 1 + πx ∈ A×).

(ii)⇒(iv): By the “moreover” assertion, there exist π′ ∈ A and v ∈ A× satisfying π′p = vp. Note that
A is π′-adically complete, and so we may apply the implication (ii)⇒(i) for the element π′ to deduce
that every element of A/π′pA is a pth-power; it follows that every element of A/Ip is a pth-power, where
I is the ideal {a ∈ A : ap ∈ pA}. Now apply implication “(xiv)′ ⇒(ii)” of Davis–Kedlaya [6].

Lemma 3.7. Let A be a ring which is π-adically complete with respect to some element π ∈ A such that
πp divides p, and assume that the equivalent conditions of the previous lemma are true.

(i) If Ker θ is a principal ideal of W (A[), then

(a) Φ : A/πA→ A/πpA, a 7→ ap, is an isomorphism;

(b) any generator of Ker θ is a non-zero-divisor;12

(c) an element ξ ∈ Ker θ is a generator if and only if it is “distinguished”, i.e., its Witt vector
expansion ξ = (ξ0, ξ1, . . . ) has the property that ξ1 is a unit of A[.

(d) any element ξ ∈ Ker θ satisfying θr(ξ) = V (1) ∈ Wr(A) for some r > 1 is distinguished (and
such an element exists for any given r > 1).

(ii) Conversely, if π is a non-zero-divisor and Φ : A/πA → A/πpA is an isomorphism (which is
automatic if A is integrally closed in A[ 1

π ]), then Ker θ is a principal ideal.

Proof. Rather than copying the proof here, we refer the reader to Lem. 3.10 and Rmk. 3.11 of [BMS].
The only assertion which is not proved there is the paranthetical assertion in (ii), for which we just note
that if A is integrally closed in A[ 1

π ], then Φ is automatically injective: indeed, if ap divides πp, then
(a/π)p ∈ A and so a/π ∈ A.

12In all our cases of interest the ring A will be an integral domain, in which case it may be psychologically comforting to
note that A[ and W (A[) are also integral domains. Proof. The ring W (A[) is p-adically separated, satisfies W (A[)/p = A[,
and p is a non-zero-divisor in it (these properties all follow simply from A[ being perfect). So, once we show that A[ is
an integral domain, it will easily follow that W (A[) is also an integral domain. But the fact that A[ is an integral domain

follows at once from the same property of A using the isomorphism of monids lim←−x 7→xp A
'→ A[ which already appeared in

Lemma 3.2. �
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We can now define a perfectoid ring:

Definition 3.8. A ring A is perfectoid if and only if the following three conditions hold:

- A is π-adically complete for some element π ∈ A such that πp divides p;

- the Frobenius map ϕ : A/pA→ A/pA is surjective (equivalently, θ : W (A[)→ A is surjective);

- the kernel of θ : W (A[)→ A is principal.

Remark 3.9. The first condition of the definition could be replaced by the seemingly stronger, but
actually equivalent and perhaps more natural, condition that “A is p-adically complete and there exists
a unit u ∈ A× such that pu is a pth-power.” Indeed, this follows from the final assertion of Lemma 3.6.

We return to the maps θr, describing their kernels in the case of a perfectoid ring:

Lemma 3.10. Suppose that A is a perfectoid ring, and let ξ ∈ W (A) be any element generating Ker θ
(this exists by Lemma 3.6). Then Ker θr is generated by the non-zero-divisor

ξr := ξϕ−1(ξ) · · ·ϕ−(r−1)(ξ)

for any r ≥ 1, and so Ker θ̃r is generated by the non-zero-divisor

ξ̃r := ϕr(ξr) = ϕ(ξ) · · ·ϕr(ξ).

Proof. It is enough to prove the claim about ξr, since the claim about ξ̃r then follows by applying ϕr.
We prove the result by induction on r ≥ 1, the case r = 1 being covered by the hypotheses; so fix r ≥ 1
for which the result is true. By Lemma 3.7(i)(d) we may, after multiplying ξ by a unit (depending on
the fixed r ≥ 1), assume that θr+1(ξ) = V (1). Hence Lemma 3.5 implies that there is a commutative
diagram

0 // W (A[)
ξϕ−1

//

θr

��

W (A[)
θ //

θr+1

��

A // 0

0 // Wr(A)
V
// Wr+1(A)

Rr
// A // 0

in which both rows are exact. Since Ker θr is generated by ξϕ−1(ξ) · · ·ϕ−(r−1)(ξ), it follows that Ker θr+1

is generated by ξϕ−1(ξ) · · ·ϕ−r(ξ), as desired.

We finish this introduction to perfectoid rings with some examples:

Example 3.11 (Perfect rings of characteristic p). Suppose that A is a ring of characteristic p. Then A is
perfectoid if and only if it is perfect. Indeed, if A is perfect, then it is 0-adically complete, the Frobenius
is surjective, and the kernel of θ : W (A) → A is generated by p. Conversely, if A is perfectoid, then
Lemma 3.7(i)(c) implies that the distinguished element p ∈ Ker(θ : W (A[) → A) must be a generator,
whence W (A[)/p ∼= A; but W (A[)/p = A[ is perfect.

In particular, in this case A[ = A and the maps θr : W (A[)→ Wr(A) are the canonical Witt vector
restriction maps.

Example 3.12. If C is a complete, non-archimedean algebraic closed field of residue characteristic p > 0,
then its ring of integers O is a perfectoid ring. Indeed, if C has equal characteristic p then O is perfect
and we may appeal to the previous lemma. If C has mixed characteristic (our main case of interest), then
O is p1/p-adically complete, integrally closed in O[ 1

p1/p
] = C, and every element of O/pO is a pth-power

since C is algebraically closed, so we may appeal to Lemma 3.7(ii); in this situation the ring W (O[) will
always be denoted by Ainf.

Example 3.13. Let A be a perfectoid ring which is π-adically complete with respect to some non-zero-
divisor π ∈ A such that πp divides p. Here we offer some constructions of new perfectoid rings from
A:

15



Notes on Ainf-cohomology

(i) The rings A〈T 1/p∞

1 , . . . , T
1/p∞

d 〉 and A〈T±1/p∞

1 , . . . , T
±1/p∞

d 〉, which are by definition the π-adic

completions of A[T
1/p∞

1 , . . . , T
1/p∞

d ] and A[T
±1/p∞

1 , . . . , T
±1/p∞

d ] respectively, are also perfectoid.

(ii) Any π-adically complete, formally étale A-algebra is also perfectoid.

Proof. Since the π-adic completeness of the given ring is tautological in each case, we only need to check
that Φ : B/πB → B/πpB, b 7→ bp is an isomorphism in each case. This is clear for B = A〈T±1/p∞〉 and

A〈T 1/p∞〉, and it hold for and A-algebra B as in (ii) since the square

B/π
ϕ // B/π

A/π

OO

ϕ
// A/π

OO

is a pushout diagram (the base change of the Frobenius along an étale morphism in characteristic p is
again the Frobenius). �

3.3 Main example: perfectoid rings containing enough roots of unity

Here in §3.3 we fix a perfectoid ring A which has no p-torsion and which contains a compatible system
ζp, ζp2 , . . . of primitive p-power roots of unity (to be precise, since A is not necessarily an integral domain,
this means that ζpr is a root of the prth cyclotomic polynomial), which we fix. The simplest example is O
itself, but we also need the theory for perfectoid algebras containing O such as O〈T±1/p∞

1 , . . . , T
±1/p∞

d 〉.
In particular we define particular elements ε, ξ, µ, . . . , which will be used repeatedly in our main

constructions, and so we highlight (or rather box) the primary definitions and relations. Firstly, set

ε := (1, ζp, ζp2 , . . . ) ∈ A[, µ := [ε]− 1 ∈W (A[),

and

ξ := 1 + [ε1/p] + [ε1/p]2 + · · ·+ [ε1/p]p−1 ∈W (A[).

Lemma 3.14. ξ is a generator of Ker θ satisfying θr(ξ) = V (1) for all r ≥ 1.

Proof. By Lemma 3.7(i)(d) it is sufficient to show that θr(ξ) = V (1) for all r ≥ 1. The ghost map
gh : Wr(A) → Ar is injective since A is p-torsion-free, and so it is sufficient to prove that gh(θr(ξ)) =
gh(V (1)). But it follows easily from Lemma 3.4 that the composition gh ◦θr : W (A[) → Ar is given by
(θ, θϕ, . . . , θϕr−1), and so in particular that

gh(θr(ξ)) = (θ(ξ), θϕ(ξ), . . . , θϕr−1(ξ)).

Since θ(ξ) = 0 and gh(V (1)) = (0, p, p, p, . . . ), it remains only to check that θϕi(ξ) = p for all i ≥ 1,
which is straightforward:

θϕi(ξ) = θ(1 + [εp
i−1

] + [εp
i−1

]2 + · · ·+ [εp
i−1

]p−1) = 1 + 1 + · · ·+ 1 = p.

It now follows from Lemma 3.10 that Ker θr is generated by

ξr := ξϕ−1(ξ) · · ·ϕ−(r−1)(ξ) =

pr−1∑
i=0

[ε1/pr ]i,

and that Ker θ̃r is generated by

ξ̃r := ϕr(ξr) = ϕ(ξ) · · ·ϕr(ξ) .
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Proposition 3.15. µ is a non-zero divisor of W (A[) which satisfies

µ = ξrϕ
−r(µ), ϕr(µ) = ξ̃rµ, θ̃r(µ) = [ζpr ]− 1 ∈Wr(A)

for all r ≥ 1.

Proof. The final identity is immediate from Lemma 3.4. It is clear that µ = ξϕ−1(µ), whence the identity
µ = ξrϕ

−r(µ) follows by a trivial induction on r, and the central identity then follows by applying ϕr. To

prove that µ is a non-zero-divisor, it suffices to show that θ̃r(µ) = [ζpr ]−1 is a non-zero-divisor of Wr(A)
for all r ≥ 1 (since W (A[) = lim←−r wrt F

Wr(A)). Since A is p-torsion-free the ghost map is injective and
so we may check this by proving that

gh([ζpr ]− 1) = (ζpr − 1, ζpr−1 − 1, . . . , ζp − 1)

is a non-zero-divisor of Ar; i.e., we must show that ζpr − 1 is a non-zero-divisor in A for all r ≥ 1. But
ζpr − 1 divides p, and A is assumed to be p-torsion-free.

Remark 3.16. The reader may wish to note that the Teichmüller lifts [ζp], [ζp2 ], . . . are not primitive
p-power roots unity in Wr(A) in any reasonable sense. Indeed, it follows from its ghost components
gh([ζp]) = (ζp, 1, 1, . . . , 1) that [ζp] is not a root of Xp−1 + · · ·+X + 1 when r > 1.

However, the element [ζpr ]− 1 ∈Wr(A) will play a distinguished role in our constructions and so we
point out that it is a non-zero-divisor whose powers define the p-adic topology. Indeed, it follows from
the ghost component calculation of the previous proposition that [ζpr ]− 1 is a root of the polynomial

((X + 1)p
r

− 1)/X = Xpr−1 + pX(· · · ) + pr,

whence p divides ([ζpr ]− 1)p
r−1, and [ζpr ]− 1 divides pr. A particularly important consequence of this

is that Lη[ζpr ]−1 commutes with derived p-adic completion, by [BMS, Lem. 6.20].

4 The pro-étale site and its sheaves

In this section we review aspects of pro-étale cohomology following [16, §3–4], working under the following
set-up:

- C is a complete, non-archimedean, algebraically closed field of mixed characteristic; ring of inte-
gers O with maximal ideal m; residue field k.

- X is a quasi-separated rigid analytic variety over C.

In particular, we will introduce various pro-étale sheaves on X which will play an essential role in our
constructions, and explain how to calculate their cohomology via affinoid perfectoids and almost purity
theorems.

4.1 The pro-étale site Xproét

We will take for granted that the reader is either familiar with, or can reasonably imagine, étale mor-
phisms and coverings of rigid analytic varieties, and we let Xét denote the associated étale site of X. To
define coverings in Xét (and soon in Xproét) it is useful to view X as an adic space,13 and we therefore
denote by |X| the underlying topological space of its associated adic space Xad: for example, if T is an
affinoid C-algebra, then |SpT | denotes the topological space of (equivalences classes of) all continuous
valuations on T , not merely those factoring through a maximal ideal (which correspond to the closed
points of the adic space).

We now define (a countable version of) Scholze’s pro-étale site Xproét in several steps:

13There is an equivalence of categories between quasi-separated rigid analytic varieties over C and those adic spaces over
Spa(C,O) whose structure map is quasi-separated and locally of finite-type. A collection of étale maps {fλ : Uλ → U} in
Xét is a cover if and only if it is jointly “strongly surjective”, which is equivalent to being jointly surjective at the level of
adic points. See [9, §2.1].
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- An object of Xproét is simply a formal inverse system U = “ lim←− ”
i
Ui in Xét of the form

...

��
U3

fin. ét. surj.��
U2

fin. ét. surj.��
U1

ét.��
X

In other words, U is the data of a tower of finite étale covers of U1, which is étale over X. The
underlying topological space of U is by definition |U| := lim←−i |Ui|.

- Up to isomorphism,14 a morphism f : U → V in Xproét is simply a compatible family of morphisms
between the towers

...

��

...

��
U3

��

f3 // V3

��
U2

��

f2 // V2

��
U1

$$I
II

II
I

f1 // V1

zzuu
uu
uu

X

- A morphism f as immediately above is called pro-étale if and only if it satisfies the following
additional condition: the induced finite étale map

Ui+1 −→ Ui ×Vi Vi+1

is surjective for each i ≥ 1. It can be shown that this implies that the induced continuous map of
topological spaces |f | : |U| → |V| is an open mapping [16, Lem. 3.10(iv)].

Then a collection of morphisms {fλ : Uλ → U} in Xproét is defined to be a cover if and only if
each morphism fλ is pro-étale and the collection {|fλ| : |Uλ| → |U|} is a pointwise covering of the
topological space |U|. For the proof that this indeed defines a Grothendieck topology we refer the
reader to [16, Lem. 3.10].

This completes the definition of the pro-étale site Xproét.
15

14This means that we are permitted to replace the towers “ lim←− ”
i
Ui and “ lim←− ”

i
Vi by “obviously isomorphic” towers,

e.g., by inserting or removing some stages of the tower. To be precise, first let pro-Xét denote the usual category of
countable inverse systems in Xét: its objects are inverse systems “ lim←− ”

i
Ui in Xét, and its morphisms are defined by

Hom(“ lim←− ”
i
Ui, “ lim←− ”

j
Vj) := lim←−j lim−→i

HomXét
(Ui, Vj). Then call an object U of pro-Xét pro-étale if and only if it

is isomorphic in pro-Xét to an inverse system “ lim←− ”
i
Ui whose transition maps are finite étale surjective; and call a

morphism f : U → V pro-étale if and only if there exist isomorphisms U ∼= “ lim←− ”
i
Ui and V ∼= “ lim←− ”

i
Vi in pro-Xét

such that “ lim←− ”
i
Ui and “ lim←− ”

i
Vi have finite étale surjective transition maps and such that the resulting morphism

“ lim←− ”
i
Ui → “ lim←− ”

i
Vi has the shape described in the main text. Then the category Xproét is more correctly defined as

the full subcategory of pro-Xét consisting of pro-étale objects, and covers are defined as in the main text using the more
correct definition of a pro-étale morphism.

15The topos of abelian sheaves on Xproét is “algebraic” in the sense of [1, Def. VI.2.3]; see [16, Prop. 3.12] for this and
further properties of the site. In particular, it then follows from [1, Corol. VI.5.3] that if U ∈ Xproét is such that |U| is
quasi-compact and quasi-separated, then H∗proét(U ,−) commutes with filtered inductive limits of sheaves.
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There is an obvious projection functor of sites

ν : Xproét −→ Xét

obtained by pulling back any U ∈ Xét to the constant tower · · · → U → U → U → X in Xproét; this
satisfies the unsurprising16 property that if F is a sheaf on Xét, and U = “ lim←− ”

i
Ui ∈ Xproét, then

ν∗F(U) = lim−→
i

F(Ui)

and more generally
Hi

proét(U , ν∗F) = lim−→Hi
ét(Ui,F)

for all i ≥ 0 [16, Lem. 3.16]. For this reason the most interesting sheaves on Xproét are not obtained via
pullback from Xét, although our first examples of sheaves on Xproét are of this form.

The integral and rational structure sheaves O+
Xét

and OXét
on Xét are defined by

O+
Xét

(SpT ) := T ◦ ⊂ T =: OXét
(SpT )

where SpT ∈ Xét is any rigid affinoid, and T ◦ denotes the subring of power bounded elements inside T .
The integral structure sheaf was not substantially studied in the classical theory.17 Pulling back then
defines the integral and rational structure sheaves O+

X and OX on Xproét

O+
X := ν∗O+

Xét
⊂ OX := ν∗OXét

,

which are our first examples of sheaves on Xproét.
We now describe the finer, local nature of the pro-étale site by introducing affinoid perfectoids and

stating the fundamental role which they play in the theory.

Definition 4.1. An object U = “ lim←− ”
i
Ui in Xproét is called affinoid perfectoid if and only if it satisfies

the following two conditions:

- Ui is a rigid affinoid, i.e., Ui = SpTi for some affinoid C-algebra Ti, for each i ≥ 1;

- and the p-adic completion of the ring O+
X(U) = lim−→i

T ◦i is a perfectoid ring.18

The following key result makes precise the idea that X looks locally perfectoid in the pro-étale
topology, and that affinoid perfectoids are small enough for their cohomology to almost vanish, thereby
allowing them to be used for almost calculations à la Čech, as we will see further in §4.3.

Proposition 4.2 (Scholze). (i) The affinoid perfectoid objects of Xproét form a basis for the site.

(ii) If U ∈ Xproét is affinoid perfectoid, then H∗proét(U ,O
+
X/p) is almost zero (i.e., killed by m) for ∗ > 0.

Proof. These are consequences of the tilting formalism and almost purity theorems developed in [15].
See Corol. 4.7 and Lem. 4.10 of [16].

To complement the previous local result we recall also the key global result about pro-étale cohomol-
ogy, which we will need:

Theorem 4.3 (Scholze). If the rigid analytic variety X is moreover proper and smooth over C, then the
canonical map of O/pO-modules

Hi
ét(X,Z/pZ)⊗Z/pZ O/pO −→ Hi

proét(X,O+
X/p)

is an almost isomorphism (i.e., the kernel and cokernel are killed by m) for all i ≥ 0.

Proof. See [16, §5].

16Nonetheless, a condition is required: we must assume that the topological space |U| is quasi-compact and quasi-
separated; this is satisfied in particular when U is a tower of rigid affinoids.

17Unlike the rational structure sheaf, the integral structure sheaf can have non-zero higher cohomology on rigid affinoids.
18We emphasise that, in our current set-up, this perfectoid ring will always be the type considered in §3.3: indeed, it is

p-torsion-free since each Ti is p-torsion-free, and it contains a compatible sequence of primitive p-power roots of unity since
it contains O.
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4.2 More sheaves on Xproét

As indicated by Proposition 4.2(ii) and Theorem 4.3, the pro-étale sheaf O+
X/p on X enjoys some special

properties, and this richness passes to the completed integral structure sheaf

Ô+
X := lim←−

s

O+
X/p

s,

which is probably the most important sheaf on Xproét. We stress that it is not known whether O+
X(U)

coincides with the p-adic completion of O+
X(U) for arbitrary objects U ∈ Xproét.

Further sheaves of interest on Xproét are collected in the following definition:

Definition 4.4. The tilted integral structure sheaf 19 is

O+[
X := lim←−

ϕ

O+
X/p,

where the limit is taken over iterations of the Frobenius map ϕ on the sheaf of Fp-algebras O+
X/p. We

will also need Witt vector forms20 of the completed and tilted integral structure sheaves

Wr(Ô+
X) and Wr(O+[

X ),

and the infinitesimal period sheaf
Ainf,X := W (O+[

X ).

By repeating Lemma 3.2 in terms of presheaves on Xproét and then sheafifying, we obtain a canonical
isomorphism of pro-étale sheaves

Ainf,X
'−→ lim←−

r wrt F

Wr(Ô+
X).

As in the affine case in §3.1 we then denote the resulting projection maps and their Frobenius twists by

θ̃r : Ainf,X −→Wr(Ô+
X) and θr = θ̃r ◦ ϕr : Ainf,X −→Wr(Ô+

X).

To reduce further analysis of all these sheaves to the affine case of Section 3, we combine the fact that
X is locally perfectoid in the pro-étale topology (Proposition 4.2(i)) with the fact that the sections of
these sheaves on affinoid perfectoids are “as expected”:

Lemma 4.5 (Scholze). Let U = “ lim←− ”
i
Ui be an affinoid perfectoid in Xproét, with associated perfectoid

ring A := O+
X(U)p̂. Then

Ô+
X(U) = A, Wr(Ô+

X)(U) = Wr(A), O+[
X (U) = A[, Wr(O+[

X )(U) = Wr(A
[), Ainf,X(U) = W (A[).

On the other hand, for ∗ > 0 the pro-étale cohomology groups

H∗proét(U , Ô+
X), H∗proét(U ,Wr(Ô+

X)), H∗proét(U ,O+[
X ), H∗proét(U ,Wr(O+[

X )), H∗proét(U ,Ainf,X)

are almost zero, i.e., killed respectively by m, Wr(m), m[, Wr(m
[), W (m[).21

19Usually denoted by Ô+

X[
to evoke the idea of it being the completed integral structure sheaf on the tilt X[ of X.

20If R is a sheaf of rings on a site T , then Wr(R) and W (R) are the sheaves of rings obtained by applying the Witt
vector construction section-wise, i.e., Wr(R)(U) := Wr(R(U)) and W (R)(U) := W (R(U)) for all U ∈ T .

21 Now seems to be an appropriate moment for mentioning some formalism of almost mathematics over Witt rings.
By a “setting for almost mathematics” we mean a pair (V, I), where V is a ring and I = I2 ⊆ V is an ideal which
is an increasing union of principal ideals

⋃
λ tλV generated by non-zero-divisors tλ. Elementary manipulations of Witt

vectors [Lem. 10.1 & Corol. 10.2, BMS] then show that each Teichmüller lift [tλ] ∈ Wr(V ) is a non-zero-divisor and that
Wr(I) := Ker(Wr(V )→Wr(V/I)) equals the increasing union

⋃
λ[tλ]Wr(V ), which moreover coincides with its square; in

conclusion, the pair (Wr(V ),Wr(I)) is also a setting for almost mathematics. We apply this above, and elsewhere, in the
cases (V, I) = (O,m) and (O[,m[).

Upon taking the limit as r → ∞, the inclusion W (I) := Ker(W (V ) → W (V/I)) ⊃ [I] :=
⋃
λ[tλ]W (V ) is strict; the

pair (W (V ), [I]) is a setting for almost mathematics, but (W (V ),W (I)) typically is not. So, strictly, speaking, the almost
language should be avoided for the ideal W (m[) above. However, if V is a perfect ring of characteristic p (e.g., V = O[),
then [I] and W (I) coincide after p-adic completion (and derived p-adic completion) by the argument of the proof of Lemma
A.5; so a map between p-adically complete W (V )-modules (resp. derived p-adically complete complexes of W (V )-modules)
has kernel and cokernel (resp. all cohomology groups of the cone) killed by W (I) if and only if they are killed by [I].
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Proof. See Lems. 4.10, 5.11 and Thm. 6.5 of [16] for the description of the sections. The almost vanishings
follow by taking suitable limits in Proposition 4.2(ii).

Corollary 4.6. The maps of pro-étale sheaves θr, θ̃r : Ainf,X → Wr(Ô+
X) are surjective, with kernels

generated respectively by the elements ξr, ξ̃r ∈ Ainf = W (O[) defined in §3.3; moreover, these elements
(as well as µ ∈ Ainf, also defined in §3.3) are non-zero-divisors of the sheaf of rings Ainf,X .

Proof. All assertions are local, so by Proposition 4.2(i) it is sufficient to prove the analogous affine
assertions after taking sections in any affinoid perfectoid U ∈ Xproét; but using the descriptions of the
sections given by the previous lemma, these affine assertions were covered in §3.2–3.3.

4.3 Calculating pro-étale cohomology

This section is devoted to an explanation of how Proposition 4.2(ii) is used in practice to (almost)
calculate the pro-étale cohomology of our sheaves of interest; this is of course the pro-étale analogue of
Faltings’ purity theorem and techniques which we saw in §2.2. We assume in this section that our rigid
analytic variety X is the generic fibre XC of a smooth formal scheme X over O; this will be the set-up of
our main results later.

Relatively elementary arguments show that X admits a basis of affine opens {Spf R} where each R
is a p-adically complete, formally smooth O-algebra which is moreover small, i.e., formally étale over
O〈T±1

1 , . . . , T±1
d 〉. Fix such an open Spf R ⊆ X (as well as a formally étale map O〈T±1〉 → R, sometimes

called a “framing”); the associated generic fibre is the rigid affinoid space U := SpR[ 1
p ] ⊆ X, which is

equipped with an étale morphism to SpC〈T±1〉. We will explain how to almost calculate the pro-étale
cohomology groups H∗proét(SpR[ 1

p ], ?) where ? is any of the sheaves from Lemma 4.5.
For each i ≥ 1, let

Ri := R⊗O〈T±1〉 O〈T±1/pi〉

be the finite étale R-algebra obtained by adjoining pi-roots of T1, . . . , Td. Then SpRi+1[ 1
p ] → SpRi[

1
p ]

is a finite étale cover of rigid affinoids for each i ≥ 0, whence it easily follows that

U := “ lim←− ”
i

SpRi[
1
p ] −→ U

is a cover in Xproét.
In fact, SpRi[

1
p ]→ U is a finite Galois cover with Galois group µdpi , where ζ = (ζ1, . . . , ζd) ∈ µdpi acts

on Ri in the usual way via ζ · T j1/p
i

1 · · ·T jd/p
i

d := ζj11 · · · ζ
jd
d T

j1/p
i

1 · · ·T jd/p
i

d , and so for each s ≥ 1 there

is an associated Cartan–Leray22 spectral sequence

Ha
grp(µdpi , H

b
proét(Ui,O+

X/p
s)) =⇒ Ha+b

proét(U,O
+
X/p

s),

or writing in a more derived fashion

RΓgrp(µdpi , RΓproét(Ui,O+
X/p

s))
∼→ RΓproét(U,O+

X/p
s).

Taking the colimit over i yields an analogous quasi-isomorphism (and spectral sequence) for the “Zp(1)d-
Galois cover” U → U :

RΓgrp(Zp(1)d, RΓproét(U ,O+
X/p

s))
∼→ RΓproét(U,O+

X/p
s).

However, U is affinoid perfectoid: indeed, since the power bounded elements in the affinoid C-algebra
Ri[

1
p ] are exactly Ri, we must show that (lim−→i

Ri)p̂ = R⊗̂O〈T±1〉O〈T±1/p∞〉 =: R∞ is a perfectoid

ring; but R∞ is a p-adically complete, formally étale O〈T±1/p∞〉-algebra, whence it is perfectoid by
Example 3.13. Therefore the pro-étale cohomology H∗proét(U ,O

+
X/p

s) almost vanishes for ∗ > 0 (by

22Often called Hochschild–Serre in this setting. Here H∗grp and RΓgrp refer to group cohomology for a topological group
acting on discrete modules.
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Proposition 4.2(ii)) and almost equals R∞/p
sR∞ for ∗ = 0 (by Lemma 4.5, using that O+

X/p
s = Ô+

X/p
s);

so the edge map associated to the previous line is an almost quasi-isomorphism

RΓgrp(Zp(1)d, R∞/p
sR∞)

al. qu.-iso.−→ RΓproét(U,O+
X/p

s)

(i.e., all cohomology groups of the cone are killed by m), where we mention explicitly that Zp(1)d is acting
on R∞ as in §2.2. Finally, taking the derived inverse limit23 over s yields an almost quasi-isomorphism

RΓcont(Zp(1)d, R∞)
al. qu.-iso.−→ RΓproét(U, Ô+

X).

Arguing by induction and taking inverse limits, these almost descriptions may be extended to the
other sheaves in Lemma 4.5, giving in particular almost (wrt. Wr(m) and W (m[) respectively) quasi-
isomorphisms

RΓcont(Zp(1)d,Wr(R∞))
al. qu.-iso.−→ RΓproét(U,Wr(Ô+

X))

and

RΓcont(Zp(1)d,W (R[∞))
al. qu.-iso.−→ RΓproét(U,Ainf,X).

These “Cartan–Leray almost quasi-isomorphisms” are crucial to all our calculations of pro-étale coho-
mology.

5 The main construction and theorems

In this section we present the main construction and define the new cohomology theory introduced in
[BMS], before proving that its main properties, as stated in Theorem 1.1, can be reduced to a certain
p-adic Cartier isomorphism. We work in the set-up of §1.2 throughout:

- C is a complete, non-archimedean, algebraically closed field of mixed characteristic; ring of inte-
gers O with maximal ideal m; residue field k.

- We pick a compatible sequence ζp, ζp2 , · · · ∈ O of p-power roots of unity, and define µ, ξ, ξr, ξ̃, ξ̃r ∈
Ainf = W (O[) as in §3.3.

- X is a smooth formal scheme over O, which we do not yet assume is proper; its generic fibre, as a
rigid analytic variety over C, is denoted by X = XC .

- ν : Xproét → XZar is the projection map of sites obtained by pulling back any Zariski open in XZar

to the constant tower in Xproét consisting of its generic fibre. That is, ν is the composition of
maps of sites Xproét → Xét → Xét → XZar, where the first projection map is what was previously
denoted by ν in §4.1.24

The following is the fundamental new object at the heart of our cohomology theory:

23This process of taking the inverse limit deserves further explanation. By definition, when G is a topological group and
M is a complete topological G-module whose topology is defined by a system {N} of open sub-G-submodules, we define
its continuous group cohomology as RΓcont(G,M) := RlimN RΓgrp(G,M/N) and H∗cont(G,M) := H∗(RΓcont(G,M));
of course, we may always restrict the limit to any preferred system of open neighbourhoods of 0 by sub-G-modules. In
particular, RΓcont(Zp(1)d, R∞) = RlimsRΓgrp(Zp(1)d, R∞/psR∞).

To take the inverse limit of the right, we show that the canonical map RΓproét(U, Ô+
X) → RlimsRΓproét(U,O+

X/p
s)

is a quasi-isomorphism. Since the codomain may be rewritten as RΓproét(U,RlimsO+
X/p

s) by general formalism of

derived functors, it is enough to show that the canonical map Ô+
X → RlimsO+

X/p
s is a quasi-isomorphism (note

that the topos of pro-étale sheaves does not satisfy the necessary Grothendieck axioms to automatically imply that
higher derived inverse limits vanish in the case of surjective transition maps!), for which it is enough to show that

RΓproét(V, Ô+
X) → RlimsRΓproét(V,O+

X/p
s) is a quasi-isomorphism for every affinoid perfectoid V ∈ Xproét; this is

what we shall now do. Firstly, it is easily seen to be an almost quasi-isomorphism by Lemma 4.5, and so in particular the
cone is derived p-adically complete; since the codomain is derived p-adically complete, therefore the domain is also; but
the codomain is precisely the derived p-adic completion of the domain, and hence the map is a quasi-isomorphism.

24We hope that this rechristening of ν does not lead to confusion, but we are following the (incompatible) notations of
[16] and [BMS].
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Definition 5.1. Applying ν : Xproét → XZar to the period sheaf Ainf,X gives a “nearby cycles period
sheaf” Rν∗Ainf,X , which is a complex of sheaves of Ainf-modules on XZar; to this we now apply Lηµ to
obtain a complex of sheaves of Ainf-modules on XZar:

AΩX/O := Lηµ(Rν∗Ainf,X).

We will soon equip AΩX/O with a Frobenius-semi-linear endomorphism ϕ.

Remark 5.2. The previous definition used the décalage functor for a complex of sheaves, whereas we only
defined it in Definition 2.1 for complexes of modules; here we explain the necessary minor modifications.

Let T be a topos, A a ring, and f ∈ A a non-zero-divisor. Call a complex C of sheaves of A-modules
strongly K-flat if and only if

- Ci is a sheaf of flat A-modules for all i ∈ Z,

- and the direct sum totalisation of the bicomplex C ⊗A D is acyclic for every acyclic complex D of
sheaves of A-modules.25

For any such C we define a new complex of sheaves ηfC by

T 3 U 7→ (ηfC)i(U) := {x ∈ f iCi(U) : dx ∈ f i+1Ci+1(U)}.

Any complex D of sheaves of A-modules may be resolved by a strongly K-flat complex C
∼→ D (e.g.,

see the proof of The Stacks Project, Tag 077J), and we define LηfD := ηfC. This is a well-defined
endofunctor of the derived category of sheaves of A-modules on T .

Warning: The décalage functor does not commute with global sections: there is a natural “global-
to-local” morphism

LηfRΓ(T , C) −→ RΓ(T , LηfC),

but this is not in general a quasi-isomorphism.

Remark 5.3. Before saying anything precise, we offer some vague descriptions of how AΩX/O looks and
how it can be studied. Ignoring the décalage functor for the moment, Rν∗Ainf,X is obtained by sheafifying
X ⊇ Spf R 7→ RΓproét(SpR[ 1

p ],Ainf,X), as Spf R runs over affine opens of X. We may suppose here that
R is small and so put ourselves in the situation of §4.3: R is a small, formally smooth O-algebra
corresponding to an affine open Spf R ⊆ X, with associated pro-étale cover U = “ lim←− ”

i
SpRi[

1
p ] →

SpR[ 1
p ], where U is affinoid perfectoid with associated perfectoid ring R∞. As we saw in §4.3 there is an

associated Cartan–Leray almost (wrt. W (m[)) quasi-isomorphism

RΓcont(Zp(1)d,W (R[∞)) −→ RΓproét(SpR[ 1
p ],Ainf,X).

Recalling from §2.2 that the décalage functor sometimes transforms almost quasi-isomorphisms into
actual quasi-isomorphisms, AΩX/O can therefore be analysed locally through the complexes

LηµRΓcont(Zp(1)d,W (R[∞)),

as Spf R various over small affine opens of X.26 These complexes will turn out to be relatively explicit
and related to de Rham–Witt complexes, Koszul complexes, and q-de Rham complexes.

Remark 5.4 (de Rham–Witt complexes). Before continuing any further with Section 5 the reader should
probably first read §6.1, where the relative de Rham–Witt complex WrΩ

•
X/O on X is defined; it provides

an explicit complex computing both de Rham and crystalline cohomology.
In the subsequent §6.2, which the reader can ignore for the moment, we will explain methods of

constructing “Witt complexes” over perfectoid rings. In particular, given a commutative algebra object

25This is not automatic from the first condition since C may be unbounded, and is a standard condition to impose when
requiring flatness conditions on unbounded complexes of sheaves.

26The astute reader may notice that in this argument we have just implicitly identified LηµRΓproét(SpR[ 1
p

],Ainf,X) and

RΓZar(Spf R,AΩX/O), contrary to the warning of Remark 5.2; this is precisely the type of technical obstacle which will
need to be overcome in §7.1.
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D ∈ D(Ainf) equipped with a Frobenius-semi-linear automorphism ϕD and satisfying certain hypotheses,
we will equip the cohomology groups

W•r (D) := H•((LηµD)/ξ̃r), where (LηµD)/ξ̃r = (LηµD)⊗L
Ainf,θ̃r

Wr(O),

with the structure of a Witt complex for O → R (where R is an O-algebra depending on D); the
differential d :W•r (D)→W•+1

r (D) will be given by the Bockstein Bockξ̃r .

To explain the main theorems we recall from §3.1 that there are two ways of specialising from Ainf

to Wr(O)

Ainf

θr

wwwwnnn
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nnn
nnn

n
θ̃r=θr◦ϕ−r

'' ''PP
PPP

PPP
PPP

P

Wr(O) = Ainf/ξrAinf Wr(O) = Ainf/ξ̃rAinf,

so we use these to form corresponding specialisations of the complex of sheaves of Ainf-modules AΩX/O:

AΩX/O

θr

uuuujjjj
jjjj

jjjj
jjjj

jj
θ̃r=θr◦ϕ−r

** **VVV
VVVV

VVVV
VVVV

VVVV
V

AΩX/O/ξr = AΩX/O ⊗L
Ainf,θr

Wr(O) AΩX/O ⊗L
Ainf,θ̃r

Wr(O) = AΩX/O/ξ̃r =: W̃rΩX/O

The next theorem is the main new calculation at the heart of our results (and is the reason for the chosen

notation W̃rΩX/O on the right of the previous line), from which we will deduce all further results, in
which WrΩ

•
X/O is the relative de Rham–Witt complex of X over O:

Theorem 5.5 (p-adic Cartier isomorphism). There are natural27 isomorphisms of Zariski sheaves of

Wr(O) = Ainf/ξ̃rAinf-modules

C−rX : WrΩ
i
X/O

'−→ Hi(W̃rΩX/O)

for all i ≥ 0, r ≥ 1, which satisfy the following compatibilities:

(i) the restriction map R : Wr+1ΩiX/O →WrΩ
i
X/O is compatible with the map W̃r+1ΩX/O → W̃rΩX/O

induced by the inverse Frobenius on Ainf,X .

(ii) the de Rham–Witt differential d : WrΩ
i
X/O →WrΩ

i+1
X/O is compatible with the Bockstein homomor-

phism Bockξ̃r : Hi(W̃rΩX/O)→ Hi+1(W̃rΩX/O).

Idea of forthcoming proof. Using the construction of §6.2 (summarised in the previous remark), we will

equip the sections H•(W̃rΩX/O)(Spf R) with the structure of a Witt complex for O → R, naturally as
Spf R varies over all small affine opens of X, in §7.2. This will give rise to universal (hence natural)

morphisms of Witt complexes WrΩ
•
R/O → H

•(W̃rΩX/O)(Spf R) which satisfy (i) and (ii) and which will

be explicitly checked to be isomorphisms (after p-adically completing WrΩ
•
R/O) by reducing, via the type

of argument sketched in Remark 5.3, to group cohomology calculations given in §6.3.

Theorem 5.6 (Relative de Rham–Witt comparison). There are natural quasi-isomorphisms in the de-
rived category of Zariski sheaves of Wr(O) = Ainf/ξrAinf-modules

WrΩ
•
X/O ' AΩX/O/ξr,

for all r ≥ 1, such that the restriction map R : Wr+1Ω•X/O → WrΩ
•
X/O is compatible with the canonical

quotient map Ainf/ξr+1Ainf → Ainf/ξrAinf.

27As written, this isomorphism is natural but not canonical: it depends on the chosen sequence of p-power roots of unity.

To make it independent of any choices, the right side should be replaced by Hi(W̃rΩX/O) ⊗Wr(O) (Ker θ̃r/(Ker θ̃r)2)⊗i.

Here Ker θ̃r/(Ker θ̃r)2 = ξ̃rAinf/ξ̃
2
rAinf is a certain canonical rank-one free Wr(O)-module, and so we are replacing the

right side by a type of Tate twist Hi(W̃rΩX/O){i}. This dependence arrises as follows: changing the chosen sequence of
p-power roots of unity changes µ up to a unit in Ainf: this does not affect Lηµ (which depends only on the ideal generated
by µ), but does affect the forthcoming isomorphism in Remark 5.7(a) (see footnote 28).
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In a moment we will equip AΩX/O with a Frobenius and check that Theorem 5.5 implies Theorem 5.6,
from which we will then deduce Theorem 1.1; first we require some additional properties of the décalage
functor:

Remark 5.7 (Elementary properties of the décalage functor, I). Let A be a ring and f ∈ A a non-zero-
divisor.

(a) (Bockstein construction) One of the most important properties of the décalage functor is its relation
to the Bockstein boundary map. Let C be a complex of f -torsion-free A-modules. From the definition
of ηfC it is easy to see that if f ix ∈ (ηfC)i is a arbitrary element, then x mod fCi is a cocycle of
the complex C/fC (since d(f ix) is divisible by f i+1), and so defines a class x ∈ Hi(C/fC); this
defines a map of A-modules

(ηfC)i −→ Hi(C/fC), f ix 7→ x.

Next, the Bockstein Bockf : H•(C/fC) → H•+1(C/fC) gives the cohomology groups H•(C/fC)
the structure of a complex of A/fA-modules, and we leave it to the reader as an important exercise
to check that the map

ηfC −→ [H•(C/fC),Bockf ],

given in degree i by the previous line, is actually one of complexes, i.e., that the differential on ηfC
is compatible with Bockf . Even more, the reader should check that the induced map

(ηfC)⊗A A/fA −→ [H•(C/fC),Bockf ]

is a quasi-isomorphism.

More generally, if D is an arbitrary complex of A-modules, then this can be rewritten as a natural28

quasi-isomorphism

(LηfD)⊗L
A A/fA

∼→ [H∗(D ⊗L
A A/fA),Bockf ]

of complexes of A/fA-modules.29

(b) (Multiplicativity) If g ∈ A is another non-zero-divisor, and C is a complex of fg-torsion-free A-
modules, then

ηgηfC = ηfgC ⊆ C[ 1
gf ].

Noting that ηf preserves the property the g-torsion-freeness, there is no difficulty deriving to obtain
a natural equivalence of endofunctors of D(A)

Lηg ◦ Lηf ' Lηgf .

(c) (Coconnective complexes) Let D≥0
f-tf(A) be the full subcategory of D(A) consisting of those complexes

D which have Hi(D) = 0 for i < 0 and H0(D) is f -torsion-free. Any such D admits a quasi-
isomorphic replacement C

∼→ D, where C is a cochain complex of f -torsion-free A-modules supported
in positive degree (e.g., if D is bounded then pick a projective resolution P

∼→ D and set C := τ≥0P ).
Then

LηfD = ηfC ⊆ C
∼→ D,

whence Lηf restricts to an endofunctor of D≥0
f-tf(A), and on this subcategory there is a natural

transformation j : Lηf → id. In fact, all our applications of the décalage functor take place in this
subcategory.

28Continuing the theme of the previous footnote, the left side depends only on the ideal fA while the right side currently
depends on the chosen generator f ; to make the construction and morphism independent of this choice, each cohomology
group on the right should be replaced by the twist H∗(C ⊗L

A A/fA)⊗A/fA (f∗A/f∗+1A).
29Curiously, this shows that the complex (LηfD) ⊗L

A A/fA, which a priori lives only in the derived category of A/fA-
modules, has a natural representative by an actual complex.
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(d) (Functorial bound on torsion) We maintain the hypotheses of (c). Then the morphism j : LηfD → D
induces an isomorphism on H0: indeed,

H0(LηfD) = Ker((ηfC)0 d−→ (ηfC)1) = Ker(C0 d−→ C1) = H0(D).

More generally, for any i ≥ 0, the map j : Hi(LηfD)→ Hi(D) has kernel Hi(LηfD)[f i] and image
f iHi(D): indeed, the composition

Hi(D)/Hi(D)[f ]
'→ Hi(LηfD)

j−→ Hi(D),

where the first isomorphism is Lemma 2.2, is easily seen to be multiplication by f i, whence the
assertion follows.

It may be useful to note that this f -power-torsion difference between D and its décalage LηfD
can be functorially captured in the derived category, at least after truncation. More precisely,
multiplication by f i defines a map τ≤iC → τ≤iηfC, which induces a natural transformation of

functors “f i” : τ≤i → τ≤iLηf on D≥0
f-tf(A) such that the compositions

τ≤i
“fi”−−−→ τ≤iLηf

j−→ τ≤i, τ≤iLηf
j−→ τ≤i

“fi”−−−→ τ≤iLηf

are both multiplication by f i.

(e) (a)–(d) have obvious modifications for complexes of sheaves of A-modules on a site.

As promised, we will now equip AΩX/O with a Frobenius:

Lemma 5.8. The complex of sheaves of Ainf-modules AΩX/O is equipped with a Frobenius-semi-linear
endomorphism ϕ which becomes an isomorphism after inverting ξ, i.e.,

ϕ : AΩX/O ⊗L
Ainf

Ainf[
1
ξ ]
∼→ AΩX/O ⊗L

Ainf
Ainf[

1

ξ̃
]

(recall that ξ̃ = ϕ(ξ)).

Proof. The Frobenius automorphism ϕ on the period sheaf Ainf,X induces a Frobenius automorphism
ϕ on its derived image C := Rν∗Ainf,X , which by functoriality then induces a quasi-isomorphism of
complexes of Zariski sheaves

ϕ : LηµC
∼→ Lηϕ(µ)C.

We follow this map by
Lηϕ(µ)C = Lηξ̃LηµC −→ LηµC

to ultimately define the desired Frobenius ϕ : LηµC → LηµC, where it remains to explain the previous

line. The equality is a consequence of Remark 5.7(b) of the previous remark since ϕ(µ) = ξ̃µ; the

arrow is a consequence of Remark 5.7(c) since H0(LηµC) has no ξ̃-torsion.30 Since the arrow becomes

a quasi-isomorphism after inverting ξ̃, we see that the final Frobenius ϕ : LηµC → LηµC becomes a
quasi-isomorphism after inverting ξ.

Proof that Theorem 5.5 implies Theorem 5.6. As in the proof of the previous lemma we write C :=
Rν∗Ainf,X, which we equipped with a Frobenius-semi-linear automorphism ϕ. Thus we have

WrΩ
•
X/O

C−rX∼= [H•(W̃rΩX/O),Bockξ̃r ] (by Theorem 5.5)

= [H•((LηµC)/ξ̃r),Bockξ̃r ] (rewriting for clarify)

' (Lηξ̃rLηµC)/ξ̃r (by the Bockstein–Lη relation, i.e., Rmk. 5.7(a))

= (Lηξ̃rµC)/ξ̃r (by Rmk. 5.7(b))

ϕ−r

∼→ (LηµC)/ξr, (functoriality and ϕ−r(ξ̃rµ) = µ)

which proves Theorem 5.6.

30Proof. H0(C) = ν∗Ainf,X has no µ-torsion since Ainf,X has no µ-torsion by Corollary 4.6; thus H0(LηµC)
'→ H0(C)

by Remark 5.7(d). But since H0(C) has no µ-torsion, it also has no ϕ(µ) = ξ̃µ-torsion, thus has no ξ̃-torsion. �
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Now we deduce the beginning of Theorem 1.1 from Theorem 5.6:

Theorem 5.9. If X is moreover proper over O, then RΓA(X) := RΓZar(X,AΩX/O) is a perfect complex
of Ainf-modules with the following specialisations, in which (i) and (ii) are compatible with the Frobenius
actions:

(i) Étale specialization: RΓA(X)⊗L
Ainf

W (C[) ' RΓét(X,Zp)⊗L
Zp W (C[).

(ii) Crystalline specialization: RΓA(X)⊗L
Ainf

W (k) ' RΓcrys(Xk/W (k)).

(iii) de Rham specialization: RΓA(X)⊗L
Ainf,θ

O ' RΓdR(X/O).

Proof. We prove the specialisations in reverse order. Firstly, since RΓA(X) is derived ξ-adically com-
plete,31 general formalism implies that RΓA(X) is a perfect complex of Ainf-modules if and only if
RΓA(X) ⊗L

Ainf
Ainf/ξAinf is a perfect complex of Ainf/ξAinf = O-modules. But Theorem 5.6 in the case

r = 1 implies that

RΓA(X)⊗L
Ainf

Ainf/ξAinf ' RΓZar(X,Ω
•
X/O) = RΓdR(X/O),

which is indeed a perfect complex.32

It follows that RΓA(X) ⊗L
Ainf

W (k) is a perfect complex of W (k)-modules; since W (k) is p-adically

complete, any perfect complex over it is derived p-adically complete and so

RΓA(X)⊗L
Ainf

W (k)
∼→ Rlimr(RΓA(X)⊗L

Ainf
Wr(k))

= Rlimr(RΓA(X)⊗L
Ainf

Wr(O)⊗L
Wr(O) Wr(k))

∼→ Rlimr(RΓZar(X,WrΩ
•
X/O ⊗

L
Wr(O) Wr(k)))

where the final line uses Theorem 5.6. But the canonical base change map WrΩ
•
X/O ⊗

L
Wr(O) Wr(k)

∼→
WrΩ

•
Xk/k

is a quasi-isomorphism for each r ≥ 1 by Remark 6.4(vii), and so we deduce that

RΓA(X)⊗L
Ainf

W (k)
∼→ Rlimr RΓZar(Xk,WrΩ

•
Xk/k

) = RΓcrys(Xk/W (k)).

It remains to prove the étale specialisation; we prove the stronger (since µ becomes invertible in
W (C[)) result that RΓA(X)⊗L

Ainf
Ainf[

1
µ ] ' RΓét(X,Zp)⊗L

Zp Ainf[
1
µ ]. Since Lηµ only effects complexes up

to µi-torsion in degree i (to be precise, use the morphisms “µi” on the truncations of AΩX/O → Rν∗Ainf,X ,
as in Remark 5.7), the kernel and cokernel of Hi

A(X)→ Hi
Zar(X, Rν∗Ainf,X) = Hi

proét(X,Ainf,X) are killed

by µi. The key to the étale specialisation is now the fact that the canonical map

RΓét(X,Zp)⊗L
Zp Ainf −→ RΓproét(X,Ainf,X)

has cone killed by W (m[) 3 µ (this is deduced from Theorem 4.3 by taking a suitable limit; see [16,
Prf. of Thm. 8.4]); inverting µ completes the proof.

31“Proof”. If f, g are non-zero-divisors of a ring A, and D is complex of A-modules which is derived g-adically
complete, then we claim that LηfD is still derived g-adically complete: indeed, this follows from the fact that a com-
plex is derived g-adically complete if and only if all of its cohomology groups are derived g-adically complete, that
Hi(LηfD) ∼= Hi(D)/Hi(D)[f ] for all i ∈ Z by Lemma 2.2, and that kernels and cokernels of maps between derived
g-adically complete modules are again derived g-adically complete. For a reference on such matters, see The Stacks
Project, Tag 091N.

It is tempting to claim that the previous paragraph remains valid for the complex of sheaves Rν∗Ainf,X (which is indeed
derived ξ-adically complete, since Rν∗ preserves the derived ξ-adic completeness of the pro-étale sheaf Ainf,X), which would
complete the proof since RΓZar(X,−) also preserves derived ξ-adic completeness, but unfortunately the previous paragraph
does not remain valid for complexes of sheaves on a “non-replete” site (e.g., the Zariski site). In fact, it seems that the
derived ξ-adic completeness of RΓA(X) is not purely formal, and requires the technical lemmas established in §7.1; therefore
we have postponed a proof of the completeness to Corollary 7.4. �

32Proof. By derived p-adically completeness, it is enough to check that RΓdR(X/O) ⊗L
O O/pO = RΓdR(X ⊗O

O/pO/(O/pO)) is a perfect complex of O/pO-modules; this follows from the facts that Ω•
X⊗OO/pO/(O/pO)

is a per-

fect complex of OX⊗OO/pO-modules by smoothness, and that the structure map X⊗OO/pO → SpecO/pO is proper, flat,
and of finite presentation. �
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We next discuss the rest of Theorem 1.1 (using the same enumeration):

Theorem 5.10. Continuing to assume that X is a proper, smooth formal scheme over O, then the indi-
vidual Ainf-modules Hi

A(X) := Hi
Zar(X,AΩX/O) vanish for i > 2 dimX and enjoy the following properties:

(iv) Hi
A(X) is a finitely presented Ainf-module;

(v) Hi
A(X)[ 1

p ] is finite free over Ainf[
1
p ];

(vi) Hi
A(X) is equipped with a Frobenius semi-linear endomorphism ϕ which becomes an isomorphism

after inverting ξ (or any other preferred generator of Ker θ), i.e., ϕ : Hi
A(X)[ 1

ξ ]
'→ Hi

A(X)[ 1

ξ̃
].

(vii) Étale: Hi
A(X)[ 1

µ ] ∼= Hi
ét(X,Zp)⊗Zp Ainf[

1
µ ].

(viii) Crystalline: there is a short exact sequence

0 −→ Hi
A(X)⊗Ainf

W (k)→ Hi
crys(Xk/W (k)) −→ Tor

Ainf
1 (Hi+1

A (X),W (k)) −→ 0

(ix) de Rham: there is a short exact sequence

0 −→ Hi
A(X)⊗Ainf,θ

O → Hi
dR(X/O) −→ Hi+1

A (X)[ξ] −→ 0

(x) If Hi
crys(Xk/W (k)) or Hi

crys(X/O) is torsion-free, then Hi
A(X) is a finite free Ainf-module.

Proof. The étale and de Rham specialisations, i.e., (vii) and (ix), are immediate from the derived spe-
cialisations proved in the previous theorem.

As mentioned at the start of the previous proof, the complex RΓA(X) is derived ξ-adically complete;
so to prove that its cohomology vanishes in degree > 2 dimX, it is enough to note that the same is
true of RΓA(X) ⊗L

Ainf
Ainf/ξAinf ' RΓdR(X/O) (where we have applied the de Rham comparison of

Theorem 5.9).
(vi) follows from Lemma 5.8 and, similarly to the étale specialisation in Theorem 5.9, one can give

more precise bounds by observe that ϕ : AΩX/O → AΩX/O is invertible on any truncation up to an
application of the morphism “ξi”.

We now prove (iv) and (v) by a descending induction on i, noting that they are trivial when
i > 2 dimX. By the inductive hypothesis we may suppose that all cohomology groups of τ>iRΓA(X)
are finitely presented and become free after inverting p, whence they are perfect Ainf-modules by Theo-
rem A.2(ii). It follows that the complex of Ainf-modules τ>iRΓA(X) is perfect, which combined with the
perfectness of RΓA(X) implies that τ≤iRΓA(X) is also perfect. Thus its top degree cohomology group
Hi(τ≤iRΓA(X)) = Hi

A(X) is the cokernel of a map between projective Ainf-modules, and so is finitely
presented.

To prove (v) we wish to apply Corollary A.4, and must therefore check that Hi
A(X)[ 1

pµ ] is a finite free

Ainf[
1
pµ ]-module of the same rank as the W (k)-module M ⊗Ainf

W (k). Part (vii) implies that

Hi
A(X)[ 1

pµ ] ∼= Hi
ét(X,Qp)⊗Qp Ainf[

1
pµ ],

which is finite free over Ainf[
1
pµ ], while the derived crystalline specialisation of Theorem 5.9 implies that

Hi
A(X)⊗Ainf

W (k)[ 1
p ]
'→ Hi

crys(Xk/W (k))[ 1
p ].

(There are no higher Tor obstructions since H∗A(X)[ 1
p ] is finite free over Ainf[

1
p ] by the inductive hypothesis

for ∗ > i.) Therefore we must check that the following equality of dimensions holds:

dimQp H
i
ét(X,Qp) = dim

W (k)[
1
p ]
Hi

crys(Xk/W (k))[ 1
p ]. (dimX)

This can be proved in varying degrees of generality as follows:
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- In the special case that X is obtained by base change from a smooth, proper scheme over the
ring of integers of a discretely valued subfield of C (which is perhaps the main case of interest for
most readers), then the equality (dimX) is classical (or a consequence of the known Crystalline
Comparison Theorem): the crystalline cohomology (with p inverted) of the special fibre identifies
with the de Rham cohomology of the generic fibre, which has the same dimension as the Qp-étale
cohomology by non-canonically embedding into the complex numbers and identifying de Rham
cohomology with singular cohomology.

- Slightly more generally, if X is obtained by base change from a smooth, proper formal scheme
over the ring of integers of a discretely valued subfield of C, then (dimX) follows from the rational
Hodge–Tate decomposition [16, Corol. 1.8] (which is an easy consequence of the results in the
remainder of these notes) and the same identification of crystalline and de Rham cohomology as
in the previous case.

- In the full generality in which we are working (i.e., X is an arbitrary proper, smooth formal scheme
over O), then the equality (dimX) follows from our general Crystalline Comparison Theorem

Hi
crys(Xk/W (k))⊗W (k) Bcrys

∼= Hi
ét(XK ,Zp)⊗Zp Bcrys

(Prop. 13.9 and Thm. 14.5(i) of [BMS]), whose proof we do not cover in these notes.33

Finally we must prove (viii) and (x): but (viii) follows from the derived form of the crystalline
specialisation in Theorem 5.9, part (v), and Lemma A.5, while (x) follows by combining (viii) or (ix)
with Corollary A.3.

This completes the proof of Theorem 5.9, or rather reduces it to the p-adic Cartier isomorphism
of Theorem 5.5. The remainder of these notes is devoted to sketching a proof of this p-adic Cartier
isomorphism.

6 Witt complexes

This section is devoted to the theory of Witt complexes. We begin by defining Witt complexes and
Langer–Zink’s relative de Rham–Witt complex, and then in §6.2 present one of our main constructions:
namely equipping certain cohomology groups with the structure of a Witt complex over a perfectoid
ring. We apply this construction in §6.3 to the group cohomology of a Laurent polynomial algebra and
prove that the result is precisely the relative de Rham–Witt complex itself; this is the key local result
from which the p-adic Cartier isomorphism will then be deduced in Section 7.

6.1 Langer–Zink’s relative de Rham–Witt complex

We recall the notion of a Witt complex, or F -V -procomplex, from the work of Langer–Zink [14].

Definition 6.1. Let A → B be a morphism of Z(p)-algebras. An associated relative Witt complex, or
F -V -procomplex, consists of the following data (W•r , R, F, V, λr):

(i) a commutative differential graded Wr(A)-algebra W•r =
⊕

n≥0Wn
r for each integer r ≥ 1;

(ii) morphisms R :W•r+1 → R∗W•r of differential graded Wr+1(A)-algebras for r ≥ 1;

(iii) morphisms F :W•r+1 → F∗W•r of graded Wr+1(A)-algebras for r ≥ 1;

(iv) morphisms V : F∗W•r →W•r+1 of graded Wr+1(A)-modules for r ≥ 1;

(v) morphisms of Wr(A)-algebras λr : Wr(B)→W0
r for each r ≥ 1 which commute with R, F , V .

such that the following identities hold:

- R commutes with both F and V ;

33Possibly (dimX) can be proved in this case by combining spreading-out arguments of Conrad–Gabber with the relative
p-adic Hodge theory of [16, §8], but we have not seriously considered the problem.
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- FV = p;

- FdV = d;

- the Teichmüller identity:34 Fdλr+1([b]) = λr([b])
p−1dλr([b]) for b ∈ B, r ≥ 1.

Example 6.2. If k is a perfect field of characteristic p and R is a smooth k-algebra (or, in fact, any
k-algebra, but it is the smooth case that was studied most classically), then the classical de Rham–Witt
complex WrΩ

•
R/k of Bloch–Deligne–Illusie, together with its operators R,F, V and the identification

λr : Wr(R) = WrΩ
0
R/k, is a Witt complex for k → R.

There is an obvious definition of morphism between Witt complexes. In particular, it makes sense to
ask for an initial object in the category of all Witt complexes for A→ B:

Theorem 6.3 (Langer–Zink, 2004). There is an initial object (WrΩ
•
B/A, R, F, V, λr) in the category of

Witt complexes for A → B, called the relative de Rham–Witt complex. (And this agrees with WrΩ
•
R/k

of the previous example when A = k and B = R).

Remark 6.4. (i) The reason for the “relative” in the definition is that there has been considerable
work recently, mostly by Hesselholt, on the absolute de Rham–Witt complex WrΩ

•
B“= WrΩ

•
B/F1

”.

(ii) Given a Witt complex for A → B, each W•r is in particular a commutative differential graded
Wr(A)-algebra whose degree zero summand is a Wr(B)-algebra (via the structure maps λr). There
are therefore natural maps of differential graded Wr(A)-algebras Ω•Wr(B)/Wr(A) →W

•
r for all r ≥ 1

(which are compatible with the restriction maps on each side).

In the case of the relative de Rham–Witt complex itself, each map Ω•Wr(B)/Wr(A) → WrΩ
•
B/A is

surjective (indeed, the elementary construction of WrΩ
•
B/A is to mod out Ω•Wr(B)/Wr(A) by the

required relations so that the axioms of a Witt complex are satisfied) and is even an isomorphism

when r = 1, i.e., Ω•B/A
'→W1Ω•B/A.

(iii) If B is smooth over A, and p is nilpotent in A, then Langer–Zink construct natural comparison
quasi-isomorphisms RΓcrys(B/Wr(A))

∼→ WrΩ
•
B/A, where the left side is crystalline cohomology

with respect to the usual pd-structure on the ideal VWr−1(A) ⊆ Wr(A) (note that the quotient

Wr(A)/VWr−1(A) is A) defined by the rule γn(V (α)) := pn−1

n! V (αn). This is a generalisation of

Illusie’s classical comparison quasi-isomorphism RΓcrys(R/Wr(k))
∼→WrΩ

•
R/k.

(iv) Langer–Zink’s proof of the comparison quasi-isomorphism in (iii) uses an explicit description of
WrΩ

•
B/A in the case that B = A[T1, . . . , Td]; in [BMS, §10.4] we extend their description to B =

A[T±1
1 , . . . , T±1

d ].

(v) If B → B′ is an étale morphism of A-algebras, then Wr(B)→Wr(B
′) is known to be étale and it

can be shown that WrΩ
n
B/A⊗Wr(B)Wr(B

′)
'→WrΩ

n
B′/A [BMS, Lem. 10.8]. From these and similar

base change results one sees that if Y is any A-scheme, then there is a well-defined Zariski (or even
étale) sheaf WrΩ

n
Y/A on Y whose sections on any SpecB are WrΩ

n
B/A.

(vi) If now X is a p-adic formal scheme over A, then there is similarly a well-defined Zariski (or étale)
sheaf WrΩ

n
X/A whose sections on any Spf B are the following (identical35) p-adically complete

Wr(B)-modules

(WrΩ
n
B/A)p̂ (WrΩ

n
B/A)[̂p] lim←−

s

WrΩ
n
(B/psB)/(A/psA)

34The Teichmüller identity follows from the other axioms if W1
r is p-torsion-free:

pλr([b])
p−1dλr([b]) = dλr([b]

p) = dFλr([b]) = FdV Fλr([b]) = Fd(λr([b])V (1)) = F (V (1))dλr([b]) = pFdλr([b]).

35For the elementary proof that the three completions are the same, see Lem. 10.3 and Corol. 10.10 of [BMS].
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(vii) (Base change) In [BMS, Prop. 10.14] we establish the following important base change property:
if A → A′ is a homomorphism between perfectoid rings, and R is a smooth A-algebra, then the
canonical base change map WrΩ

n
R/A⊗Wr(A)Wr(A

′)→WrΩ
n
R⊗AA′/A′ is an isomorphism; moreover,

the Wr(A)-modules WrΩ
n
R/A and Wr(A

′) are Tor-independent, whence WrΩ
•
R/A⊗

L
Wr(A)Wr(A

′)
∼→

WrΩ
•
R⊗AA′/A′ .

In conclusion, in the set-up of Section 5, the relative de Rham–Witt complex WrΩ
•
X/O is an explicit

complex computing both de Rham and crystalline cohomologies.

6.2 Constructing Witt complexes

From now until the end of Section 6 we fix the following:

- A is a perfectoid ring of the type discussed in §3.3, i.e., p-torsion-free and containing a compatible
system ζp, ζp2 , . . . of primitive p-power roots of unity (which we fix); let ε ∈ A[ and µ, ξ, ξr, ξ̃r ∈
W (A[) be the elements constructed there.

- D is a coconnective (i.e., H∗(D) = 0 for ∗ < 0), commutative algebra object36 in D(W (A[))
which is equipped with a ϕ-semi-linear quasi-isomorphism ϕD : D

∼→ D (of algebra objects), and
is assumed to satisfy the following hypothesis:

(W1) H0(D) is µ-torsion-free.

Here we will explain how to functorially construct, from the data D,ϕD, certain Witt complexes over A:
this will lead to universal maps from de Rham–Witt complexes to cohomology groups of D, which will
eventually provide the maps in the p-adic Cartier isomorphism.

Example 6.5. The main examples are A = O with the following coconnective, commutative algebra
objects over Ainf = W (O[), which will be studied in §6.3 and §7.2 respectively:

(i) RΓ(Zd,W (A[)[U
±1/p∞

1 , · · · , U±1/p∞

d ]), or a p-adically complete version thereof.

(ii) RΓproét(SpR[ 1
p ],Ainf,X), where Spf R is a small affine open of a formally smooth O-scheme with

generic fibre X.

We first explain our preliminary construction of a Witt complex from the data D,ϕD, which will then
be refined. In this construction, indeed throughout the rest of the section, it is important to recall from

Section 3 the isomorphisms θ̃r : W (A[)/ξ̃r
'→Wr(A), which we often implicitly view as an identification.

In particular, for each r ≥ 1, we may form the coconnective37 derived algebra object

D/ξ̃r := D ⊗L
W (A[) Wr(A

[)/ξ̃r = D ⊗L
W (A[),θ̃r

Wr(A)

over W (A[)/ξ̃r = Wr(A), and take its cohomology

W•r (D)pre := H•(D ⊗L
W (A[) W (A[)/ξ̃r)

to form a graded Wr(A)-algebra. Equipping these cohomology groups with the Bockstein differential
Bockξ̃r :Wn

r (D)pre →Wn+1
r (D)pre associated to the distinguished triangle

D ⊗L
W (A[) W (A[)/ξ̃r

ξ̃r−→ D ⊗L
W (A[) W (A[)/ξ̃2

r −→ D ⊗L
W (A[) W (A[)/ξ̃r

makes W•r (D)pre into a differential graded Wr(A)-algebra.

36By this we mean that D is a commutative algebra object in the category D(W (A[)) in the most naive way: the
constructions can be upgraded to the level of E∞-algebras, but again this is not necessary for our existing results.

37From assumption (W1) and the existence of ϕD, it follows that H0(D) has no ϕr(µ) = ξ̃rµ-torsion, hence no ξ̃r-torsion;

so D/ξ̃r is still coconnective.
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Next let
R′ :W•r+1(D)pre →W•r (D)pre

F :W•r+1(D)pre →W•r (D)pre

V :W•r (D)pre →W•r+1(D)pre

be the maps on cohomology induced respectively by

D ⊗L
W (A[) W (A[)/ξ̃r+1

ϕ−1
D ⊗ϕ

−1

−→ D ⊗L
W (A[) W (A[)/ξ̃r

D ⊗L
W (A[) W (A[)/ξ̃r+1

id⊗can. proj.−→ D ⊗L
W (A[) W (A[)/ξ̃r

D ⊗L
W (A[) W (A[)/ξ̃r

id⊗ϕr+1(ξ)−→ D ⊗L
W (A[) W (A[)/ξ̃r+1,

which are compatible with the usual Witt vector maps R,F, V on Wr(A) = W (A[)/ξ̃r thanks to the
second set of diagrams in Lemma 3.5.

As we will see in the proof of part (ii) of the next result, R′ must be replaced by38

R := θ̃r(ξ)
nR′ :Wn

r+1(D)pre →Wn
r (D)pre

if we are to satisfy the axioms of a Witt complex.

Proposition 6.6. The data (W•r (D)pre, R, F, V ) satisfies all those axioms appearing in the definition of
a Witt complex (Def. 6.1) which only refer to R,F, V (i.e., which do not involve the additional ring B
or the structure maps λr). More precisely:

(i) W•r (D)pre is a commutative39 differential graded Wr(A)-algebra for each r ≥ 1.

(ii) R′ is a homomorphism of graded rings, and R is a homomorphism of differential graded rings;

(iii) V is additive, commutes with R′ and R, and is F -inverse-semi-linear (i.e., V (F (x)y) = xV (y));

(iv) F is a homomorphism of graded rings and commutes with both R′ and R;

(v) FdV = d;

(vi) FV is multiplication by p.

Proof. Part (i) is a formal consequence of D being a commutative algebra object of D(W (A[)).
(ii): R′ is a homomorphism of graded rings by functoriality; the same is true of R since it is twisted

by increasing powers of an element. Moreover, the commutativity of

0 // W (A[)/ξ̃r+1

ξ̃r+1 //

ξϕ−1

��

W (A[)/ξ̃2
r+1

//

��

W (A[)/ξ̃r+1
//

��

0

0 // W (A[)/ξ̃r
ξ̃r // W (A[)/ξ̃2

r
// W (A[)/ξ̃r // 0

and functoriality of the resulting Bocksteins implies that

Wn
r+1(D)pre

d //

R′

��

Wn+1
r+1 (D)pre

θ̃r(ξ)R′

��
Wn
r (D)pre

d
// Wn+1

r (D)pre

commutes; hence the definition of R was exactly designed to arrange that it commute with d.

38The reader should use the identities of §3.3 to calculate that θ̃r(ξ) =
[ζpr ]−1

[ζ
pr+1 ]−1

∈Wr(A).

39Unfortunately this is not strictly true: if p = 2 then the condition that x2 = 0 for x ∈ Wodd
r (D)pre need not be true;

but this will be fixed when we improve the construction.
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(iii): V is clearly additive, and it commutes with R′ since it already did so before taking cohomology.
Secondly, the F -inverse-semi-linearity of V follows by passing to cohomology in the following commutative
diagram:

D/ξ̃r+1 ⊗L D/ξ̃r+1
mult // D/ξ̃r+1

D/ξ̃r+1 ⊗L D/ξ̃r

id⊗ϕr+1(ξ)

OO

can. proj.⊗id

��
D/ξ̃r ⊗L D/ξ̃r

mult // D/ξ̃r

ϕr+1(ξ)

OO

It now easily follows that V also commutes with R′.
(iv): F is a graded ring homomorphism, and it commutes with R′ by definition, and then easily also

with R.
(v): This follows by tensoring the commutative diagram below with D over W (A[), and looking at

the associated boundary maps on cohomology:

0 // W (A[)/ξ̃r // W (A[)/ξ̃2
r

//

ϕr+1(ξ)
��

W (A[)/ξ̃r

ϕr+1(ξ)
��

// 0

0 // W (A[)/ξ̃r // W (A[)/ξ̃r ξ̃r+1
// W (A[)/ξ̃r+1

// 0

0 // W (A[)/ξ̃r+1
//

can. proj.

OO

W (A[)/ξ̃2
r+1

//

OO

W (A[)/ξ̃r+1
// 0

(vi): This follows from the fact that θ̃r(ϕ
r+1(ξ)) = p for all r ≥ 1 (which is true since θr(ϕ(ξ)) =

θr(ϕ(ξ)) = F (θr+1(ξ)) = FV (1) = p, where the third equality uses the second diagram of Lemma
3.5).

Unfortunately, there are various heuristic and precise reasons40 that W•r (D)pre is “too large” to
underlie an interesting Witt complex over A, and so we replace it by

Wn
r (D) := ([ζpr ]− 1)nWn

r (D)pre ⊆ Wn
r (D)pre.

Lemma 6.7. The Wr(A)-submodules Wn
r (D) ⊆ Wn

r (D)pre define sub differential graded algebras of
W•r (D)pre, for each r ≥ 1, which are closed under the maps R,F, V (and hence Proposition 6.6 clearly
remains valid for the data (W•r (D), R, F, V ) ).

Proof. This is a consequence of the following simple identities, where x ∈ Wn
r+1(D)pre and y ∈ Wn

r (D)pre:

R(([ζpr+1 ]− 1)nx) =
(

[ζpr+1 ]−1

[ζpr ]−1

)n
([ζpr+1 ]− 1)nR′(x) = ([ζpr ]− 1)nR′(x)

F (([ζpr+1 ]− 1)nx) = (F [ζpr+1 ]− 1)nF (x) = ([ζpr ]− 1)nF (x)

V (([ζpr ]− 1)ny) = V (F ([ζpr+1 ]− 1)ny) = ([ζpr+1 ]− 1)nV (y)

Note that the first identity crucially used the definition of the restriction map R as a multiple of R′.

40For example, suppose that B is an A-algebra and that we are given structure maps λr : Wr(B) → W0
r (D) under

which (W•r (D), R, F, V, λr) becomes a Witt complex for A → B, thereby resulting in a universal map of Witt complexes
λ•r : WrΩ•B/A →W •r (D); then from the surjectivity of the restriction maps for WrΩ•B/A and the definition of the restriction

map R for W•r (D)pre, we see that

Imλnr ⊆
⋂
s≥1

Im(Wn
r+s(D)pre

Rs−−→Wn
r (D)pre) ⊆

⋂
s≥1

θ̃r(ξs)
nWn

r (D)pre =
⋂
s≥1

( [ζpr ]−1

[ζps ]−1

)nWn
r (D)pre.

The far right side contains, and often equals in realistic situations, ([ζpr ]−1)nWn
r (D)pre, which motivates our replacement.
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Next we relate the groups Wn
r (D) to the cohomology of the décalage LηµD of D. From the earlier

assumption (W1) and Remark 5.7(c) there is a canonical map LηµD → D, and by imposing the following
two additional assumptions on D we will show in Lemma 6.9 that the resulting map on cohomology

Hn(LηµD ⊗L
W (A[) W (A[)/ξ̃r) −→ Hn(D ⊗L

W (A[) W (A[)/ξ̃r) =Wn
r (D)pre

is injective and has image exactly Wn
r (D).

From now on we assume that D satisfies the following assumptions (in addition to (W1)):

(W2) The cohomology groups H∗(LηµD ⊗L
W (A[)

W (A[)/ξ̃r) are p-torsion-free for all r ≥ 0.

(W3) The canonical base change map LηµD⊗L
W (A[)

W (A[)/ξ̃r → Lη[ζpr ]−1(D⊗L
W (A[)

W (A[)/ξ̃r)

is a quasi-isomorphism for all r ≥ 1.

Remark 6.8 (Elementary properties of the décalage functor, II – base change). We explain the base
change map of assumption (W3). If α : R → S is a ring homomorphism, f ∈ R is a non-zero-divisor
whose image α(f) ∈ S is still a non-zero-divisor, and C ∈ D(R), then there is a canonical base change
map

(LηfC)⊗L
R S −→ Lηα(f)(C ⊗L

R S)

in D(S) which the reader will construct without difficulty. This base change map is not a quasi-
isomorphism in general,41 but it is in the following cases:

(i) When R→ S is flat. Proof: Easy. �

(ii) When S = R/gR for some non-zero-divisor g ∈ R (i.e., f, g is a regular sequence in R) and the coho-
mology groups of C⊗L

RR/fR are assumed to be g-torsion-free.42 Proof: Since the base change map
is always a quasi-isomorphism after inverting f , it is equivalent to establish the quasi-isomorphism
after applying −⊗L

R/gR R/(f, g), after which the base change map becomes the canonical map

[H•(C ⊗L
R R/fR),Bockf ]⊗L

R/gR R/(f, g) −→ [H•(C ⊗L
R R/gR⊗L

R/gR R/(f, g)),Bockf mod gR]

by Remark 5.7(a). But our assumption implies that the left tensor product ⊗L
R/gR is equivalently

underived, and that hence it is enough to check that the canonical map Hn(C ⊗L
R R/fR) ⊗R/gR

R/(f, g) → Hn(C ⊗L
R R/(f, g)) is an isomorphism for all n ∈ Z; but this is again true because of

the g-torsion-freeness assumption. �

In the particular case of (W3), we are base changing along θ̃r : W (A[)→W (A[)/ξ̃r = Wr(A), noting

that θ̃r(µ) = [ζpr ] − 1 ∈ Wr(A) is a non-zero-divisor by Remark 3.16. There is no a priori reason to
expect hypothesis (W3) to be satisfied in practice, but it will be in our cases of interest.43

Lemma 6.9. The aforementioned map on cohomology

Hn(LηµD ⊗L
W (A[) W (A[)/ξ̃r) −→ Hn(D ⊗L

W (A[) W (A[)/ξ̃r) =Wn
r (D)pre (†)

is injective with image Wn
r (D) = ([ζpr ]− 1)nWn

r (D)pre, for all r ≥ 1 and n ≥ 0.

Proof. The canonical map LηµD → D induces maps on cohomology whose kernels and cokernels are
killed by powers of µ, by Remark 5.7(d); hence the map (†) of Wr(A)-modules has kernel and cokernel

killed by a power of θ̃r(µ) = [ζpr ]−1. But [ζpr ]−1 divides pr by Remark 3.16, so from assumption (W2)
we deduce that map (†) is injective for every r ≥ 1 and n ≥ 0.

Regarding its image, simply note that (†) factors as

Hn(LηµD ⊗L
W (A[) W (A[)/ξ̃r)

'−→ Hn(Lη[ζpr ]−1(D ⊗L
W (A[) W (A[)/ξ̃r)) −→Wn

r (D)pre,

where the first map is the base change isomorphism of assumption (W3), and the second map has image
([ζpr ]− 1)nWn

r (D)pre by Remark 5.7(d).

41On the other hand, if C ∈ D(S) then the canonical restriction map Lηf (C|A) → Lηα(f)(C)|D in D(A), which the
reader will also easily construct, is always a quasi-isomorphism.

42This was erroneously asserted to be true in the official announcement without the g-torsion-freeness assumption.
43Note in particular that (W3) is satisfied if the cohomology groups of D⊗L

W (A[)
W (A[)/µ are p-torsion-free; this follows

from Remark 6.8(ii) since ξ̃r ≡ pr mod µW (A[).
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We summarise our construction of Witt complexes by stating the following theorem:

Theorem 6.10. Let A and D,ϕD be as at the start of §6.2, and assume that D satisfies assumptions
(W1)–(W3). Suppose moreover that B is an A-algebra equipped with Wr(A)-algebra homomorphisms

λr : Wr(B)→ H0(D ⊗L
W (A[)

W (A[)/ξ̃r) making the following diagrams commute for all r ≥ 1:

Wr+1(B)

R

��

λr+1 // H0(D/ξ̃r+1)

ϕ−1
D

��
Wr(B)

λr // H0(D/ξ̃r)

Wr+1(B)

F

��

λr+1 // H0(D/ξ̃r+1)

can. proj.

��
Wr(B)

λr // H0(D/ξ̃r)

Wr+1(B)
λr+1 // H0(D/ξ̃r+1)

Wr(B)

V

OO

λr // H0(D/ξ̃r)

×ϕr+1(ξ)

OO

Then the cohomology groups W∗r (D) = H∗(LηµD⊗L
W (A[)

W (A[)/ξ̃r) may be equipped with the structure

of a Witt complex for A→ B, and consequently there are associated universal maps of Witt complexes

λ•r : WrΩ
•
B/A −→W

•
r (D)

(which are functorial with respect to D,ϕD and B, λr in the obvious sense).

Proof. Combining the hypotheses of the theorem with Lemma 6.7, we see thatW∗r (D) satisfies all axioms
for a Witt complex for A → B, except perhaps for the following two: that x2 = 0 for x ∈ Wodd

r (D)pre

when p = 2; and the Teichmüller identity. But these follow from the other axioms since W∗r (D) is
assumed to be p-torsion-free.44

Remark 6.11 (p-completions). In our cases of interest the complex D will sometimes be derived p-

adically complete, whence the complexes LηµD and Lηµ ⊗L
W (A[)

W (A[)/ξ̃r are also derived p-adically

complete (by footnote 31); then each cohomology group Wn
r (D) is both p-torsion-free (by assumption

(W2)) and derived p-adically complete, hence p-adically complete in the underived sense. So, in this
case, the associated universal maps WrΩ

n
B/A → W

n
r (D) of the previous theorem factor through the

p-adic completion (WrΩ
n
B/A)p̂ which was discussed in Remark 6.4(vi).

6.3 The de Rham–Witt complex of a torus as group cohomology

We continue to let A be a fixed perfectoid ring as at the start of §6.2, and we fix d ≥ 0 and set

Dgrp = Dgrp
A,d := RΓgrp(Zd,W (A[)[U

±1/p∞

1 , · · · , U±1/p∞

d ]),

where the ith-generator γi ∈ Zd acts on W (A[)[U±1/p∞ ] via the W (A[)-algebra homomorphism

γiU
k
j :=

{
[εk]Ukj i = j

Ukj i 6= j

(here k ∈ Z[ 1
p ], and εk ∈ A[ is well-defined since A[ is a perfect ring). Here we will apply the construction

of §6.2 to Dgrp to build a Witt complexW•r (Dgrp) for A→ A[T±1], and show that the resulting universal
maps λ•r : WrΩ

•
A[T±1]/A

→ W•r (Dgrp) are in fact isomorphisms. This is the key local result from which

the p-adic Cartier isomorphism will be deduced in Section 7.

In order to apply Theorem 6.10 to Dgrp we must first check that all necessary hypotheses are fulfilled;
we begin with the basic assumptions:

Lemma 6.12. Dgrp is a coconnective algebra object in D(W (A[)) which is equipped with a ϕ-semi-linear
quasi-isomorphism ϕgrp : Dgrp ∼→ Dgrp and satisfies assumptions (W1)–(W3).

442x2 = 0 so x2 = 0, c.f., footnote 39. For the Teichmüller identity see footnote 34.
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Proof. Certainly Dgrp is a coconnective, commutative algebra object in D(W (A[)), and it is equipped
with a ϕ-semi-linear quasi-isomorphism ϕgrp : Dgrp ∼→ Dgrp induced by the obvious Frobenius automor-

phism on W (A[)[U±1/p∞ ] (acting on the coefficients as the Witt vector Frobenius ϕ and sending Uki to

Upki for all k ∈ Z[ 1
p ] and i = 1, . . . , d). Also, H0(Dgrp) is µ-torsion-free since µ is a non-zero-divisor

of W (A[) by Proposition 3.15. Therefore Dgrp satisfies the hypotheses from the start of §6.2, including
(W1).

Next we show that the cohomology groups of LηµD⊗L
W (A[)

W (A[)/ξ̃r and D⊗L
W (A[)

W (A[)/µ are p-

torsion-free, i.e., that hypotheses (W2) and (W3) (by footnote 43) are satisfied. This is a straightforward
calculation of group cohomology in terms of Koszul complexes, in the same style as the proof of Theorem
2.5. Indeed, there is a Zd-equivariant decomposition of W (A[)-modules

W (A[)[U±1/p∞ ] =
⊕

k1,...,kd∈Z[
1
p ]

W (A[)Uk11 · · ·U
kd
d ,

where the generator γi ∈ Zd acts on the rank-one free W (A[)-module W (A[)Uk11 · · ·U
kd
d as multiplication

by [εki ]. By the standard group cohomology calculation of RΓgrp(Zd,W (A[)Uk11 · · ·U
kd
d ) as a Koszul

complex, this shows that

RΓgrp(Zd,W (A[)[U±1/p∞ ]) '
⊕

k1,...,kd∈Z[
1
p ]

KW (A[)([ε
k1 ]− 1, . . . , [εkd ]− 1).

It is now sufficient to show that the cohomology groups of ηµK⊗W (A[)W (A[)/ξ̃r and K⊗W (A[)W (A[)/µ
are p-torsion-free, where K runs over the Koszul complexes appearing in the sum.

Since it is important for the forthcoming cohomology calculations, we explicitly point out now that,
if k, k′ ∈ Z[ 1

p ], then [εk]− 1 divides [εk
′
]− 1 if and only if νp(k) ≤ νp(k′).

We will first prove that the cohomology of K ⊗W (A[) W (A[)/µ is p-torsion-free. Lemma B.1 im-

plies that there is an isomorphism of W (A[)-modules Hn(K) ∼= W (A[)/([εk] − 1)(
d−1
n−1), where k =

p−min1≤i≤d νp(ki) and we have used that [εk]− 1 is a non-zero-divisor of W (A[) (so that the torsion term
of that lemma vanishes). But W (A[)/([εk]− 1) is p-torsion-free since p, [εk]− 1 is a regular sequence45

of W (A[), and so both Hn+1(K)[µ] and Hn(K)/µ ∼= W (A[)/([εmin{k,0}] − 1)(
d−1
n−1) are p-torsion-free;

therefore Hn(K ⊗W (A[) W (A[)/µ) is p-torsion-free.

Next we prove that the cohomology of ηµK ⊗W (A[) W (A[)/ξ̃r is p-torsion-free. Lemma B.2 implies

that ηµK ∼= KW (A[)(([ε
k1 ]−1)/µ, . . . , ([εkd ]−1)/µ) if ki ∈ Z for all i, and that ηµK is acyclic otherwise.

Evidently we may henceforth assume we are in the first case; then θ̃r induces an identification of complexes
of W (A[)/ξ̃r = Wr(A)-modules

ηµK ⊗W (A[) W (A[)/ξ̃r ∼= KWr(A)

(
[ζk1/p

r

]− 1

[ζpr ]− 1
, . . . ,

[ζkd/p
r

]− 1

[ζpr ]− 1

)
,

and it remains to prove that the Koszul complex on the right has p-torsion-free cohomology. But
Lemma B.1 implies that each cohomology group of this Koszul complex is isomorphic to a direct sum of
copies of

Wr(A)
[

[ζpj ]−1

[ζpr ]−1

]
and Wr(A)/

[ζpj ]−1

[ζpr ]−1 ,

where j := −min1≤i≤d νp(ki/p
r) ≤ r. The left module is p-torsion-free since Wr(A) is p-torsion-free,

while the right module (which = Wr(A) if j ≤ 0, so we suppose 1 ≤ j ≤ r) can be easily shown to be
isomorphic to Wr−j(A) via F j : Wr(A)→Wr−j(A) [Corol. 3.18, BMS], which is again p-torsion-free.

Next we prove the existence of suitable structure maps:

45Proof. We will show that εk − 1 is a non-zero-divisor of A[. If x ∈ A[ = lim←−x 7→xp A satisfies εkx = x, then

ζk/p
i
x(i) = x(i) for all i ≥ 0, and so x(i) = 0 for i� 0 since then ζk/p

i − 1 is a non-zero-divisor of A, just as at the end of
the proof of Proposition 3.15. �
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Lemma 6.13. There exists a unique collection of Wr(A)-algebra homomorphisms λr,grp : Wr(A[T±1])→
H0(Dgrp/ξ̃r), for r ≥ 1, making the diagrams of Theorem 6.10 commute and satisfying λr,grp([Ti]) = Ui
for i = 1, . . . , d.

Proof. The maps θ̃r induce identificationsW (A[)[U±1/p∞ ]/ξ̃r = Wr(A)[U±1/p∞ ] and thusH0(Dgrp/ξ̃r) =

Wr(A)[U±1]Z
d

, where the latter term is the fixed points for Zd acting on Wr(A)[U±1] via

γiU
k
j :=

{
[ζk/p

r

]Ukj i = j

Ukj i 6= j

(where the notation ζk/p
r

was explained at the start of the proof of Theorem 2.5). Under this identifi-

cation of H0(Dgrp/ξ̃r), it is easy to see that the maps ϕ−1
grp, “canonical projection”, and ×ϕr+1

grp (ξ) in the
diagrams of Theorem 6.10 are given respectively by:

- the ring homomorphism R : Wr+1(A)[U±1/p∞ ] → Wr(A)[U±1/p∞ ] which acts as the Witt vector

Restriction map on the coefficients and satisfies R(Uki ) = U
k/p
i for all k ∈ Z[ 1

p ] and i = 1, . . . , d;

- the ring homomorphism F : Wr+1(A)[U±1/p∞ ] → Wr(A)[U±1/p∞ ] which acts as the Witt vector
Frobenius on the coefficients and fixes the variables;

- the additive map V : Wr(A)[U±1/p∞ ]→Wr+1(A)[U±1/p∞ ] which is defined by V (αUk11 · · ·U
kd
d ) :=

V (α)Uk11 · · ·U
kd
d for all α ∈Wr(A) and k1, . . . , kd ∈ Z[ 1

p ].

Therefore the proof will be complete if we show that there is a unique collection of Wr(A)-algebra

homomorphisms λr,grp : Wr(A[T±1]) → Wr(A)[U±1/p∞ ] commuting with R,F, V on each side and
satisfying λr,grp([Ti]) = Ui for i = 1, . . . , d.

To prove this, we first use the standard isomorphism of Wr(A)-algebras46

Wr(A)[U±1/p∞ ]
'→Wr(A[T±1/p∞ ]), Uki 7→ [T ki ] (k ∈ Z[ 1

p ])

to define a modified isomorphism

τr : Wr(A)[U±1/p∞ ]
'→Wr(A[T±1/p∞ ]), Uki 7→ [T

k/pr

i ] (k ∈ Z[ 1
p ]),

noting that the new maps τr respect R,F, V on each side (the reader should check this by explicit
calculation). Therefore the collection of maps

λr,grp : Wr(A[T±1]) ↪→Wr(A[T±1/p∞ ])

τ−1
r
'−→Wr(A)[U±1/p∞ ]

satisfies the desired conditions (and their uniqueness was explained in the previous footnote).

The previous two lemmas show that all hypotheses of Theorem 6.10 are satisfied, and so there are
associated universal maps of Witt complexes

λ•r,grp : WrΩ
•
A[T±1]/A −→W

•
r (Dgrp).

As already explained, the key local result underlying the forthcoming proof of the p-adic Cartier isomor-
phism will be the fact that these are isomorphisms:

Theorem 6.14. The map λnr,grp : WrΩ
n
A[T±1]/A

→Wn
r (Dgrp) is an isomorphism for each r ≥ 1, n ≥ 0.

46This isomorphism is proved by localising the analogous assertion for A[T 1/p∞ ], which is an easy consequence of [14,
Corol. 2.4]. The cited result also implies that Wr(A[T±1]) is generated as a Wr(A)-module by the elements V j([Tki ]), for
k ∈ Z, j ≥ 0, i = 1, . . . , d, which proves the uniqueness of the maps λr,grp.
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Proof. We will content ourselves here with proving that λnr,grp,κ := λnr,grp ⊗Wr(A) Wr(κ) is an isomor-

phism,47 where κ := A/
√
pA is the perfect ring obtained by modding out A by its ideal of p-adically

topologically nilpotent elements. Recalling from Remark 6.4(vii) that the canonical base change map
WrΩ

n
A[T±1]/A

⊗Wr(A) Wr(κ) → WrΩ
n
κ[T±1]/κ

is an isomorphism, this means showing that λnr,grp,κ in-

duces an isomorphism WrΩ
n
κ[T±1]/κ

'→Wn
r (Dgrp)⊗Wr(A) Wr(κ); this will turn out to be exactly Illusie–

Raynaud’s Cartier isomorphism for the classical de Rham–Witt complex.
We now begin the proof that λnr,grp,κ is an isomorphism. By the Künneth formula and the standard

calculation of group cohomology of an infinite cyclic group, we may represent Dgrp by the particular
complex of W (A[)-modules

Dgrp =

d⊗
i=1

[
W (A[)[U

±1/p∞

i ]
γi−1−→ W (A[)[U

±1/p∞

i ]
]
,

where each length two complex is

W (A[)[U
±1/p∞

i ]
γi−1−→ W (A[)[U

±1/p∞

i ], Uki 7→ ([εk]− 1)Uki (k ∈ Z[ 1
p ]).

(Note: although we previously used Dgrp to denote RΓ(Zd,W (A[)[U±1/p∞ ]) in a derived sense, in the
rest of this proof we have this particular honest complex of flat W (A[)-modules in mind when writing
Dgrp.) This length two complex obviously receives a injective map, given by the identity in degree 0 and
by multiplication by µ in degree 1, from

Dgrp
int,i :=

[
W (A[)[U±1

i ]→W (A[)[U±1
i ]
]
, Uki 7→

[εk]−1
µ Uki (k ∈ Z),

and tensoring over i = 1, . . . , d defines a split injection of complexes of W (A[)-modules48

Dgrp
int :=

n⊗
i=1

Dgrp
int,i −→ Dgrp.

The content of the second sentence of the final paragraph of the proof of Lemma 6.12 was exactly that
this inclusion has image in ηµD

grp and that the induced map q : Dgrp
int ↪→ ηµD

grp is a quasi-isomorphism.
The next important observation (which is most natural from the point of view of q-de Rham com-

plexes) is that there is an identification Dgrp
int ⊗W (A[) W (κ) = Ω•

W (k)[U±1]/W (κ)
: indeed, the canonical

projection A[ → A/pA → κ sends ε to 1, and so the projection W (A[) → W (κ) sends ([εk] − 1)/µ =
1 + [ε] + · · ·+ [ε]k−1 to k, whence

Dgrp
int ⊗W (A[) W (κ) =

n⊗
i=1

[
W (κ)[U±1

i ]
Uki 7→kU

k
i−→ W (κ)[U±1

i ]

]
= Ω•W (κ)[U±1]/W (κ).

The final identification here is most natural after inserting a dummy basis element dlogUi in degree one
of each two term complex.

Base changing the Bockstein construction49 along W (A[) → W (κ) therefore yields isomorphisms of
complexes of Wr(κ)-modules

W•r (Dgrp)⊗Wr(A)Wr(κ)
'→ [H•(ηµD

grp⊗L
W (A[)W (κ)/pr),Bockpr ]

q'← [H•(Ω•W (κ)[U±1]/W (κ)⊗W (κ),θ̃r
Wr(κ)),Bockpr ]

47To then deduce that λnr,grp itself is an isomorphism, one applies a form of Nakayama’s lemma exploiting the fact that
(the non-finitely generated Wr(A)-modules) WrΩnA[T±1]/A

and Wn
r (Dgrp) admit compatible direct sum decompositions

into certain finitely generated Wr(A)-modules for which Nakayama’s lemma is valid; see [Lem. 11.14, BMS] for the details.
48The complex D

grp
int (resp. D

grp
int,i) is in fact the “q-de Rham complex” [ε]-Ω•

W (A[)[U±1]/W (A[)

(resp. [ε]-Ω•
W (A[)[U±1

i ]/W (A[)
) of W (A[)[U±1] (resp. W (A[)[U±1

i ]) associated to the element q = [ε] ∈W (A[).

49If α : R→ S is a ring homomorphism, f ∈ R is a non-zero-divisor whose image α(f) ∈ S is still a non-zero-divisor, and
C ∈ D(R), then there is a base change map [H•(C ⊗L

R R/fR),Bockf ]⊗R/fR S/α(f)S → [H•(C ⊗L
R S/α(f)S),Bockα(f)]

of complexes of S/α(f)S-modules; it is an isomorphism if the R/fR-modules H∗(D ⊗L
R R/fR) are Tor-independent from

S/α(f)S, as the reader will easily prove (c.f., Remark 6.8(ii)).

Here we are applying this base change along the canonical map W (A[)→W (κ), which sends ξ̃r to pr, and the complex
ηfDgrp. The Tor-independence condition is satisfied in this case since the Wr(A)-modulesW∗r (Dgrp) are Tor-independent
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But the complex on the right (hence on the left) identifies with WrΩ
•
κ[T±1]/κ

by the de Rham–Witt

Cartier isomorphism of Illusie–Raynaud [11, §III.1], and the resulting map

WrΩ
•
A[T±1]/A ⊗Wr(A) Wr(κ)

can. map−→ WrΩ
•
κ[T±1]/κ

∼=W•r (Dgrp)⊗Wr(A) Wr(κ)

is precisely λ•r,grp,κ: this is proved by observing that the above isomorphisms (including the de Rham–
Witt Cartier isomorphism) are all compatible with multiplicative structure, whence it suffices to check
in degree 0, which is not hard (see [Thm. 11.13, BMS] for a few more details). As we commented at
the beginning of the proof, the canonical base change map of relative de Rham–Witt complexes in the
previous line is an isomorphism, and so in conclusion λ•r,grp,κ is an isomorphism.

7 The proof of the p-adic Cartier isomorphism

This section is devoted to a detailed sketch of the p-adic Cartier isomorphism stated in Theorem 5.5.
We adopt the set-up from the start of Section 5, namely

- C is a complete, non-archimedean, algebraically closed field of mixed characteristic; ring of inte-
gers O with maximal ideal m; residue field k.

- We pick a compatible sequence ζp, ζp2 , · · · ∈ O of p-power roots of unity, and define µ, ξ, ξr, ξ̃, ξ̃r ∈
Ainf = W (O[) as in §3.3.

- X will denote various smooth formal schemes over O.

7.1 Technical lemmas: base change and global-to-local isomorphisms

Here in §7.1 we state, and sketch the proofs of, certain technical lemmas which need to be established
as part of the proof of the p-adic Cartier isomorphism. We adopt the following local set-up: let R be
a p-adically complete, formally smooth O-algebra and X := Spf R, with associated generic fibre being
the rigid affinoid X = SpR[ 1

p ]. We will often impose the extra condition that R is small, i.e., that there

exists a formally étale map (a “framing”) O〈T±1〉 = O〈T±1
1 , . . . , T±1

d 〉 → R; we stress however that
we are careful to formulate certain results (e.g., Lemma 7.1) without reference to any such framing (its
existence will simply be required in the course of the proof).

Firstly, as explained at the end of Remark 5.2 (taking T = XZar and C = Rν∗Ainf,X), there is a
natural global-to-local morphism LηµRΓZar(X, Rν∗Ainf,X) → RΓZar(X,AΩX/O) of complexes of Ainf-
modules; this may be rewritten as

AΩproét
R/O := LηµRΓproét(X,Ainf,X) −→ RΓZar(X,AΩX/O). (t1)

There is an analogous global-to-local morphism of complexes of Wr(O)-modules

W̃rΩ
proét

R/O := Lη[ζpr ]−1RΓproét(X,Wr(Ô+
X)) −→ RΓZar(X, Lη[ζpr ]−1Rν∗Wr(Ô+

X)). (t2)

Thirdly, recalling Corollary 4.6 that θ̃r : Ainf,X/ξ̃r
'→Wr(Ô+

X) (which we continue to often implicitly view
as an identification), there is a base change morphism (see Remark 6.8) of complexes of Wr(O)-modules

AΩproét
R/O /ξ̃r = LηµRΓproét(X,Ainf,X)⊗L

Ainf
Ainf/ξ̃rAinf −→ Lη[ζpr ]−1RΓproét(X,Wr(Ô+

X)) = W̃rΩ
proét

R/O .

(t3)
As we have commented earlier, global-to-local and base change morphisms associated to the décalage
functor are not in general quasi-isomorphisms; remarkably, they are in our setting:

from Wr(k): indeed, the proof of Lemma 6.12 shows that the cohomology groups of ηµDgrp/ξ̃r are direct sums of Wr(A)-
modules of the form

Wr(A), Wr(A)

[
[ζ
pj

]−1

[ζpr ]−1

]
, and Wr(A)/

[ζ
pj

]−1

[ζpr ]−1
, 1 ≤ j < r,

which are Tor-independent from Wr(κ) by Lems. 3.13 & 3.18(iii) and Rmk. 3.19 of [BMS].
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Lemma 7.1. If R is small then maps (t1), (t2), and (t3) are quasi-isomorphisms and, moreover:

(i) the cohomology groups of W̃rΩ
proét

R/O are p-torsion-free;

(ii) if R′ is a p-adically complete, formally étale R-algebra, then the canonical base change map

W̃rΩ
proét

R/O ⊗̂L
Wr(R)Wr(R

′)→ W̃rΩ
proét

R′/O is a quasi-isomorphism.

The key to proving Lemma 7.1, and to performing necessary auxiliary calculations, is the Cartan–
Leray almost quasi-isomorphisms of §4.3, for which we must assume that R is small and fix a framing
O〈T±1〉 → R; set R∞ := R⊗̂O〈T±1〉O〈T±1/p∞〉 as in §4.3. Then, as explained in §4.3 and repeated in

Remark 5.3, there are Cartan–Leray almost (wrt. W (m[) and Wr(m) respectively) quasi-isomorphisms
of complexes of Ainf- and Wr(O)-modules respectively

RΓcont(Zp(1)d,W (R[∞)) −→ RΓproét(X,Ainf,X)

and
RΓcont(Zp(1)d,Wr(R∞)) −→ RΓproét(X,Wr(Ô+

X).

Applying Lηµ (resp. Lη[ζpr ]−1) obtains

AΩ�
R/O := LηµRΓcont(Zp(1)d,W (R[∞)) −→ LηµRΓproét(X,Ainf,X) = AΩproét

R/O (t4)

and

W̃rΩ
�

R/O := Lη[ζpr ]−1RΓcont(Zp(1)d,Wr(R∞)) −→ Lη[ζpr ]−1RΓproét(X,Wr(Ô+
X)) = W̃rΩ

proét

R/O (t5)

(The squares � remind us that the objects depend on the chosen framing.) The second technical
lemma, stating that the décalage functor has transformed the almost quasi-isomorphisms into actual
quasi-isomorphisms, and hence reminiscent of Theorem 2.5, is:

Lemma 7.2. (t4) and (t5) are quasi-isomorphisms.

We now sketch a proof of the previous two technical lemmas. The arguments are of a similar flavour
to what we have already seen in §2.2 and §6.3, so we will not provide all the details; see [§9, BMS] for
further details. For the overall logic of the proof, it will be helpful to draw the following commutative
diagram of the maps of interest:

RΓZar(X, W̃rΩX/O) = RΓZar(X,AΩX/O)/ξ̃r
(t7) // RΓZar(X, Lη[ζpr ]−1Rν∗Wr(Ô+

X))

AΩproét
R/O /ξ̃r = LηµRΓproét(X,Ainf,X)/ξ̃r

(t3) //

(t1) mod ξ̃r

OO

Lη[ζpr ]−1RΓproét(X,Wr(Ô+
X)) = W̃rΩ

proét

R/O

(t2)

OO

AΩ�
R/O/ξ̃r = LηµRΓcont(Zp(1)d,W (R[∞))/ξ̃r

(t6) //

(t4) mod ξ̃r

OO

Lη[ζpr ]−1RΓcont(Zp(1)d,Wr(R∞)) = W̃rΩ
�

R/O

(t5)

OO

The new maps, namely (t6) and (t7), are simply the base change maps associated to the identifications

θ̃r : W (R[∞)/ξ̃r
'→ Wr(R∞) and θ̃r : Ainf,X/ξ̃r

'→ Wr(Ô+
X). In particular, the diagram commutes by the

naturality of global-to-local and base-change maps. We will show that (t1)–(t7) are quasi-isomorphisms.
We begin by proving the following, which is [Lem. 9.7(i), BMS]:

Lemma 7.3. RΓcont(Zp(1)d,Wr(R∞)) is quasi-isomorphic to the derived p-adic completion of a direct
sum of Koszul complexes KWr(O)([ζ

k1 ]− 1, . . . , [ζkd ]− 1), for varying ki ∈ Z[ 1
p ] .
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Proof. Since Witt vectors preserve étale morphisms [BMS, Thm. 10.4], the maps Wr(O〈T±1/p∞〉/pn)→
Wr(R∞/p

n) induced by the framing are étale for all n ≥ 1, whence the same is true of the maps

Wr(O〈T±1/p∞〉)/pn → Wr(R∞)/pn (since the systems of ideals (pnWr(B))n≥1 and (Wr(p
nB))n≥1 are

intertwined for any ring B; for a proof see, e.g., [BMS, Lem. 10.3]). In particular, these latter maps are
flat for all n ≥ 1 and therefore

RΓcont(Zp(1)d,Wr(R∞)) ' RΓcont(Zp(1)d,Wr(O〈T±1/p∞〉))⊗̂L
Wr(O〈T±1/p∞ 〉)Wr(R∞).

Next we note thatRΓcont(Zp(1)d,Wr(O〈T±1/p∞〉)) identifies with the derived p-adic completion of the

complex RΓ(Zd,Wr(O)[U±1/p∞ ]) which was studied in §6.3: we will explain and prove this identification
carefully towards the end of the proof of Proposition 7.7, so do not say more here. Also, an easy
modification of the first half of the proof of Lemma 6.12 shows that

RΓ(Zd,Wr(O)[U±1/p∞ ]) '
⊕

k1,...,kd∈Z[
1
p ]∩[0,1)

KWr(O)([ζ
k1 ]− 1, . . . , [ζkd ]− 1)⊗Wr(O) Wr(O)[U±1/p∞ ].

Assembling these identities shows that RΓcont(Zp(1)d,Wr(R∞)) is quasi-isomorphic to the derived p-adic
completion of ⊕

k1,...,kd∈Z[
1
p ]∩[0,1)

KWr(O)([ζ
k1 ]− 1, . . . , [ζkd ]− 1)⊗Wr(O) Wr(R∞).

The proof is completed in a similar way to that of Theorem 2.5, namely by arguing that Wr(R∞) is the
p-adic completion of a free Wr(O)-module, which we leave to the reader.

Proof that (t5) is a quasi-isom. Using Lemma B.1 to calculate the cohomology of the Koszul complexes
in Lemma 7.3 (and footnote 10 to exchage cohomology and p-adic completions), it follows that each
cohomology group of RΓcont(Zp(1)d,Wr(R∞)) is isomorphic to the p-adic completion of a direct sum of
copies of

Wr(O), Wr(O)[[ζpj ]− 1], Wr(O)/([ζpj ]− 1), j ≥ 1,

each of which is “good” in the sense of Lemma 2.7 (wrt. A = Wr(O), M = Wr(m), and f = [ζpr ] − 1))
by [Corol. 3.29, BMS]. So all cohomology groups RΓcont(Zp(1)d,Wr(R∞)) are good, whence Lemma 2.7
implies that (t5) is a quasi-isomorphism.

Proof of Lemma 7.1(i). Since Lη[ζpr ]−1 commutes with derived p-adic completion by Remark 3.16, Lem-

mas 7.3 and B.2 imply that W̃rΩ
�

R = Lη[ζpr ]−1RΓcont(Zp(1)d,Wr(R∞)) is quasi-isomorphic to the derived
p-adic completion of a direct sum of Koszul complexes

KWr(O)

(
[ζpj1 ]− 1

[ζpr ]− 1
, . . . ,

[ζpjd ]− 1

[ζpr ]− 1

)
,

for varying j1, . . . , jd ≤ r. The calculation at the end of the proof of Lemma 6.12 therefore shows that

the cohomology groups of W̃rΩ
�

R are p-torsion-free. Combining this with quasi-isomorphism (t5) proves
Lemma 7.1(i).

Proof of Lemma 7.1(ii) and that (t2) is a quasi-isom. Let R′ be a p-adically complete, formally étale R-

algebra, and write R′∞ := R′⊗̂O〈T±1〉O〈T±1/p∞〉. Just as at the start of the proof of Lemma 7.3, the
maps Wr(R∞)/pn →Wr(R

′
∞)/pn are flat for all n ≥ 1, whence the canonical map

W̃rΩ
�

R/O⊗̂L
Wr(R)Wr(R

′) −→ W̃rΩ
�

R′/O

is a quasi-isomorphism. The same is therefore true after replacing � by proét (since (t5) is a quasi-
isomorphism for both R and R′), and this proves Lemma 7.1(ii). This is a strong enough coherence result

to show that W̃rΩ
proét

R/O ⊗̂L
Wr(R)Wr(OX)→ Lη[ζpr ]−1Rν∗Wr(Ô+

X) is a quasi-isomorphism of complexes of
Wr(OX)-modules, and it follows that (t2) is a quasi-isomorphism (see [Corol. 9.11, BMS] for further
details).
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Proof that (t6) is a quasi-isom. According to footnote 43, it is enough to prove that the cohomology of
the complex RΓcont(Zp(1)d,W (R[∞))⊗L

Ainf
Ainf/µAinf = RΓcont(Zp(1)d,W (R[∞)/µ) is p-torsion-free. We

claim first that the map W (O〈T±1/p∞〉[)/〈µ, pr〉 →W (R[∞)/〈µ, pr〉 is étale for all r ≥ 1; indeed, pr ≡ ξ̃r
mod µAinf and so θ̃r identifies this map with Wr(O〈T±1/p∞〉)/([ζpr ] − 1) → Wr(R∞)/([ζpr ] − 1). But

[ζpr ]− 1 divides pr and, just as at the start of the proof of Lemma 7.3, the map Wr(O〈T±1/p∞〉)/pr →
Wr(R∞)/pr is étale; this proves the claim.

The claim reduces the proof to showing that the cohomology of RΓcont(Zp(1)d,W (O〈T±1/p∞〉[)/µ)
is p-torsion-free. To show this we first observe that there is an isomorphism of Ainf/µAinf-algebras

Ainf/µAinf〈U±1/p∞〉 '−→W (O〈T±1/p∞〉[)/µ, Uki 7→ [(T ki , T
k/p
i , T

k/p2

i , . . . )] (k ∈ Z[ 1
p ]),

which is proved by quotienting the “standard isomorphism” in the proof of Lemma 6.13 by [ζpr ] − 1
and then taking lim←−r wrt F

. By the same type of Koszul decomposition argument which has been made

several times, it now follows that RΓcont(Zp(1)d,W (O〈T±1/p∞〉[)/µ) is quasi-isomorphic to the derived
p-adic completion of ⊕

k1,...,kd∈Z[
1
p ]

KAinf/µAinf
([εk1 ]− 1, . . . , [εk2 ]− 1).

The cohomology of each of these Koszul complexes is, by Lemma B.1, a finite direct sum of copies of

(Ainf/µAinf)[[ε
k]− 1] and Ainf/([ε

k]− 1)Ainf

for various k ∈ Z[ 1
p ]. But these are p-torsion-free since p, [εk]−1 is a regular sequence of Ainf (see footnote

45) for any k ∈ Z[ 1
p ] (including k = 1, to treat the left term).

Proof that (t4) is a quasi-isom. Proving that (t4) is a quasi-isomorphism was done in [BMS] via a subtle
generalisation of the “good” cohomology groups argument of Lemma 2.7, which required calculating
RΓcont(Zp(1)d,W (O〈T±1/p∞〉[)) in terms of Koszul complexes50 (see Lems. 9.12–9.13 and the first para-
graph of Prop. 9.14). Here we will offer a simpler argument which was presented first in [3, Rem. 7.11].

We need the following strengthening of Lemma 2.7: “Let M ⊆ A be an ideal of a ring and f ∈M a
non-zero-divisor; if C → D is a morphism of complexes of A-modules whose cone is killed by M, and all
cohomology groups of C ⊗L

A A/fA contain no non-zero elements killed by M2, then LηfC → LηfD is a
quasi-isomorphism.” This follows from the proof of [3, Lem. 6.14] and exploits the relation between Lη
and the Bockstein construction.

Applying this in the case A = Ainf, f = µ, and M = W (m[), the proof immediately reduces to showing
that the cohomology of RΓcont(Zp(1)d,W (R[∞)/µ) contains no non-zero elements killed by W (m[)2. But
the decomposition from the previous proof showed that each of these cohomology groups was the p-adic
completion of a direct sum of copies of the p-torsion-free modules

(Ainf/µAinf)[[ε
k]− 1] and Ainf/([ε

k]− 1)Ainf

for various k ∈ Z[ 1
p ]; so it is enough to show for any k ∈ Z[ 1

p ] (including k = 1, to treat the left term)

that Ainf/([ε
k] − 1)Ainf contains no non-zero elements killed by W (m[)2. But the maps θ̃r induce an

isomorphism Ainf/([ε
k]−1)Ainf

'→ lim←−r wrt F
Wr(O)/([ζk/p

r

]−1), and each Wr(O)/([ζk/p
r

]−1) contains

no non-zero elements killed by Wr(m)2 = Wr(m) (recall that Wr(m) is an ideal for almost mathematics,
c.f., footnote 21), as we already saw above in the proof that (t5) is a quasi-isomorphism.

Proof that (t1), (t3), and (t7) are quasi-isoms. Since we now know that (t4) is a quasi-isomorphism, the
commutativity of the diagram implies that (t3) is a quasi-isomorphism. Using this quasi-isomorphism,
and by taking Rlimr wrt F of the quasi-isomorphisms (t2), it can be shown that (t1) is a quasi-isomorphism
[BMS, Prop. 9.14]. Finally, the commutativity of the diagram implies that (t7) is also a quasi-isomorphism.

50Here we explain why the analogous calculations we have already seen do not generalise to this case. Although there is

an identification Ainf〈U±1/p∞ 〉 '→W (O〈T±1/p∞ 〉[), the convergence of the power series on the left is with respect to the
〈p, ξ〉-adic topology. But neither RΓcont(Zp(1)d, ·) nor Lηµ commute with derived 〈p, ξ〉-adic completion!
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This finishes the proofs of the technical lemmas, but we note in addition the following consequence
which was needed at the start of the proof of Theorem 5.9:

Corollary 7.4. If X is a smooth formal scheme over O, then the complex of Ainf-modules RΓZar(X,AΩX/O)
is derived ξ-adically complete.

Proof. By picking a cover of X by small opens, we may suppose that X = Spf R is a small affine as
above. Then the complex RΓcont(Zp(1)d,W (R[∞)) is derived ξ-adically complete since W (R[∞) is ξ-
adically complete,51 whence AΩ�

R/O is derived ξ-adically complete since Lηµ preserves the completeness

by footnote 31. Now quasi-isomorphisms (t1) and (t4) complete the proof.

7.2 Reduction to a torus and to Theorem 6.14

We continue to suppose that R is a p-adically complete, formally smooth O-algebra, with notation
X = Spf R and X = SpR[ 1

p ] as in §7.1. We wish to apply the construction of §6.2 (with base perfectoid

ring A = O) to

Dproét
R/O := RΓproét(X,Ainf,X),

and must therefore check that the necessary hypotheses are fulfilled:

Lemma 7.5. Dproét
R/O is a coconnective algebra object in D(Ainf) which is equipped with a ϕ-semi-linear

quasi-isomorphism ϕproét : Dproét
R/O

∼→ Dproét
R/O . If R is small, then it moreover satisfies assumptions

(W1)–(W3) from §6.2 and there exist Wr(O)-algebra homomorphisms λr,proét : Wr(R)→ H0(Dproét
R/O /ξ̃r)

(natural in R) making the diagrams of Theorem 6.10 commute.

Proof. Dproét
R/O is clearly a coconnective algebra object in D(Ainf), and it is equipped with a ϕ-semi-linear

quasi-isomorphism ϕproét induced by the Frobenius automorphism of Ainf,X , similarly to Lemma 5.8.

Moreover, H0(Dproét
R/O ) = H0

proét(X,Ainf,X) is µ-torsion-free, since Ainf,X is a µ-torsion-free sheaf on

Xproét by Corollary 4.6; this proves that assumption (W1) holds. It remains to check (W2) and (W3), as
well as prove the existence of the maps λr; for this we must now assume that R is small (but we do not fix
any framing). Hypotheses (W2) and (W3) are then exactly the p-torsion-freeness and quasi-isomorphism
(t3) of Lemma 7.1.

Finally, the canonical maps of Zariski sheaves of rings OX → ν∗Ô+
X → Rν∗Ô+

∗ on X induce analogous

maps on Witt vectors (see footnote 20), namely Wr(OX) → ν∗Wr(Ô+
X) → Rν∗Wr(Ô+

∗ ), which are
compatible with R,F, V on each term. Applying H0(X,−) to the composition then yields the following
arrow which is also compatible with R,F, V :

λr,proét : Wr(R) = H0
Zar(X,Wr(OX)) −→ H0

proét(X,Wr(Ô+
X))

θ̃r∼= H0(Dproét
R/O /ξ̃r).

The isomorphism θ̃r is compatible with R,F, V on the left according to a sheaf version of the second set
of diagrams in Corollary 3.5; therefore, overall, these maps λr,proét make the diagrams of Theorem 6.10
commute, and they are clearly natural in R, as desired.

Continuing to assume that R is small, the previous lemma states that all hypotheses of Theorem 6.10
are satisfied for Dproét

R/O , and so there are associated universal maps of Witt complexes, natural in R,

λ•r,proét : WrΩ
•
R/O −→W

•
r (Dproét

R/O ) = H•(AΩproét
R/O /ξ̃r).

By Remark 6.11, these factor through the p-adic completion of the left side, i.e.,

λ̂nr,proét : (WrΩ
n
R/O)p̂ −→ Hn(AΩproét

R/O /ξ̃r).

The p-adic Cartier isomorphism will follow from showing that these maps are isomorphisms:

51If A is any perfectoid ring then W (A[) is Ker θ-adically complete.

43



Notes on Ainf-cohomology

Lemma 7.6. The following implications hold:

λ̂nr,proét is an isomorphism when R = O〈T±1
1 , . . . , T±1

d 〉.
⇓

λ̂nr,proét is an isomorphism for any every small, formally smooth O-algebra R.

⇓
The p-adic Cartier isomorphism (Theorem 5.5) is true.

Proof. The first implication is a consequence of the domain and codomain of λ̂nr,proét behaving well under
formally étale base change, according to Remark 6.4(v)&(vi) and Lemma 7.1(ii).

For the second implication it is convenient to briefly change the point of view and notation, by fixing
a smooth formal scheme X over O and letting Spf R ⊆ X denote any small affine open. We then consider
the composition

Hn(AΩproét
R/O /ξ̃r)

∼=

(t1) mod ξ̃r

// Hn
Zar(Spf R, W̃rΩX/O)

edge map
// Hn(W̃rΩX/O)(Spf R)

and note that the edge map is an isomorphism by the coherence result of Lemma 7.1(ii).52 Since
(WrΩ

n
R/O)p̂ = WrΩ

n
X/O(Spf R) (Remark 6.4(vi)), the middle assumption therefore leads to isomorphisms

WrΩ
n
X/O(Spf R)

'−→ Hn(W̃rΩX/O)(Spf R)

naturally as Spf R ⊆ X varies over all small affine opens; that proves the p-adic Cartier isomorphism.

To complete the proof of the p-adic Cartier isomorphism we must prove the top statement in
Lemma 7.6, namely the following:

Proposition 7.7. The universal maps

λ̂nr,proét : (WrΩ
n
R/O)p̂ −→ Hn(AΩproét

R/O /ξ̃r)

are isomorphisms in the special case that R := O〈T±1
1 , . . . , T±1

d 〉.

Proof. The proof will consist merely of assembling results we have already established: indeed, the tech-
nical lemmas of Section 7.1 imply that Hn(AΩproét

R/O /ξ̃r) can be calculated in terms of group cohomology,

which we identified with the de Rham–Witt complex in Theorem 6.14.

Note first that the map53 Ainf[U
±1/p∞ ] → W (O〈T±1/p∞〉[), Uki 7→ [(T ki , T

k/p
i , T

k/p2

i , . . . )], when

base changed along θ̃r, yields an inclusion Wr(O)[U±1/p∞ ] ↪→ Wr(O〈T±1/p∞〉), Uki 7→ T
k/pr

i which

identifies the right with the p-adic completion of the left, i.e., with W (A[)〈U±1/p∞〉; indeed, this follows
easily from the “standard/modified isomorphisms” which appeared in the proof of Lemma 6.13. The map

Ainf[U
±1/p∞ ]→W (O〈T±1/p∞〉[) is obviously also compatible with the actions of the groups Zd ⊆ Zp(1)d

(induced by our fixed choice of p-power roots of unity) on the left (from §6.3) and right, thereby inducing
the first of the following maps:

RΓ(Zd,Ainf[U
±1/p∞ ]) // RΓcont(Zp(1)d,W (O〈T±1/p∞〉[)) // RΓproét(SpR[ 1

p ],Ainf,X)

Dgrp
O,d Dcont

def.

Dproét
R/O

Here Dgrp := Dgrp
O,d was the object of study of §6.3, and the second map is the Cartan–Leray almost

quasi-isomorphism which has already appeared, for example just after the statement of Lemma 7.1. Both

52Here we are of course using the trivial identification W̃rΩX/O|Spf R = W̃rΩSpf R/O in order to appeal to the affine
results in §7.1.

53This map is injective and identifies the right with the 〈p, ξ〉-adic completion of the left, i.e., with Ainf〈U±1/p∞ 〉, but
we do not need this.
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maps in the previous line are morphisms of commutative algebra objects in D(Ainf), compatible with
the Frobenius on each object (in particular, with ϕgrp on the left and ϕproét on the right).

Moreover, we claim that the composition makes the following diagram of structure maps commute
for each r ≥ 0:

H0(Dgrp/ξ̃r) // H0(Dproét/ξ̃r)

Wr(O[T±1])
� � //

λr,grp

OO

Wr(O〈T±1〉)

λr,proét

OO

The proof of this compatibility is a straightforward chase through the definitions of the structure maps
λr,grp and λr,proét. We first identify the top row via θ̃r with the composition of the top row of the
following diagram:

Wr(O)[U±1/p∞ ]Z
d Uki 7→T

k/pr

i // Wr(O〈T±1/p∞〉)Zp(1)d // H0
proét(Spf R,Wr(Ô+

X))

Wr(O[T±1]) �
� //

λr,grp

OO

Wr(O〈T±1〉)

λr,proét

OO

8 X

jjVVVVVVVVVVVVVVVVVVV

The diagonal arrow here is the obvious inclusion (it is actually an isomorphism); since the Cartan–Leray
map (i.e., top right horizontal arrow) is one of Wr(O〈T±1〉)-algebras and λr,proét was defined to be
precisely the algebra structure map, the resulting triangle commutes. Commutativity of the remaining
trapezium is tautological: the definition of λr,grp in the proof of Lemma 6.13 was exactly to make this

diagram (or, more precisely, the analogous diagram with Wr(O[T±1/p∞ ]) instead of Wr(O〈T±1/p∞〉))
commute.

By the naturality of Theorem 6.10, the following diagram therefore commutes:

Wn
r (Dgrp) // Wn

r (Dproét
R/O )

WrΩ
n
O[T±1]/O

λnr,grp

OO

// WrΩ
n
O〈T±1〉/O

λn
r,proét

OO

The bottom horizontal arrow here becomes an isomorphism after p-adic completion,54 and λnr,grp was
proved to be an isomorphism in Theorem 6.14; so to complete the proof it remains to show that the top
horizontal arrow identifies Wn

r (Dproét
R/O ) with the p-adic completion of Wn

r (Dgrp). But the top horizontal

arrow is precisely Hn of the composition

Lη[ζpr ]−1(Dgrp/ξ̃r) −→ Lη[ζpr ]−1(Dcont/ξ̃r) −→ Lη[ζpr ]−1(Dproét
R/O /ξ̃r),

where the second arrow is the quasi-isomorphism (t5) of Lemma 7.2. Meanwhile, the first arrow identifies
the middle term with the derived p-adic completion of the left: indeed, Lη[ζpr ]−1 commutes with p-adic

completion by Remark 3.16, so it is enough to check that Dcont/ξ̃r = RΓcont(Zp(1)d,Wr(O〈T±1/p∞〉) is

the derived p-adic completion ofDgrp/ξ̃r = RΓ(Zd,Wr(O)[U±1/p∞ ]); but this follows fromWr(O〈T±1/p∞〉)
being the p-adic completion of Wr(O[T±1/p∞ ]). So, finally, recall that the cohomology groups of

Lη[ζpr ]−1(Dgrp/ξ̃r) are p-torsion-free (since Dgrp satisfies (W2) and (W3)), whence Hn of its derived
p-adic completion is the same as the naive p-adic completion of its Hn.

This completes the proof of the p-adic Cartier isomorphism and these notes.

54By Remark 6.4(vi), the p-adic completions may be identified respectively with lim←−sWrΩn(O[T±1]/ps)/(O/psO)
and

lim←−sWrΩn(O〈T±1〉/ps)/(O/psO)
, which are clearly the same.
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A Ainf and its modules

The base ring for the cohomology theory constructed in [BMS] is Fontaine’s infinitesimal period ring
Ainf := W (O[), where O is the ring of integers of a complete, non-archimedean, algebraically closed field
C of mixed characteristic. Since O is a perfectoid ring (Example 3.12), the general theory developed in
Section 3 (including §3.3) applies in particular to O. Our goal here is firstly to present a few results
which are particular to O in order to familiarise the reader, who may be encountering these objects for
the first time, with O and Ainf; then we will explain some of the finer theory of modules over Ainf.

We begin by recalling from [15, §3] that O[ is the ring of integers of C[ := FracO[ (footnote 12 shows
that O[ is an integral domain), which is a non-archimedean, algebraically closed field of characteristic
p > 0, with the same residue field k as O. The absolute value on C[ is given by multiplicatively extending
the absolute value on on O[ given by

O[ = lim←−
x 7→xp

O x 7→x(0)

−→ O |·|−→ R≥0,

where the first arrow uses the convention introduced just before Lemma 3.4, and the second arrow is the
absolute value on O. The reader may wish to check that this is indeed an absolute value, i.e., satisfies
the ultrametric inequality, that C[ is complete under it, and that the ring of integers is exactly O[. The
existence of the canonical projection O[ → O/pO implies that O[ and O have the same residue field.
Hensel’s lemma shows that C[ is algebraically closed.55

Now we turn to Ainf. Let t ∈ Ainf be any element whose image in Ainf/pAinf = O[ belongs to m[ \{0};
examples include t = [π], where m[ \ {0}, and t = ξ, where ξ is any generator of Ker θ. Then p, t is a
regular sequence, and Ainf is a 〈p, t〉-adically complete local ring whose maximal ideal equals the radical
of 〈p, t〉; in short, Ainf “appears two-dimensional and Cohen–Macaulay”.

In fact, as we will explain the result of this appendix, modules (more precisely, finitely presented
modules which become free after inverting p) over Ainf even behave as though Ainf were a two-dimensional,
regular local ring.56 Further details may be found in [BMS, §4.2].

Remark A.1. In light of the goal, it is sensible to recall the structure of modules over any two-
dimensional regular local ring Λ, such as Λ = OK [[T ]] where OK is a discrete valuation ring. Let π, t ∈ Λ
be a system of local parameters and m = 〈π, t〉 its maximal ideal.

(i) Most importantly, any vector bundle on the punctured spectrum Spec Λ \ {m} extends uniquely to
a vector bundle on Spec Λ.

(ii) Finitely generated modules over Λ are perfect, i.e., admit finite length resolutions by finite free
Λ-modules. (Proof. Immediate from the regularity of Λ.)

(iii) If M is any finitely generated Λ-module, then there is a functorial short exact sequence

0 −→Mtor −→M −→Mfree −→M −→ 0

of Λ-modules, where Mtor is torsion, Mfree is finite free, and M is killed by a power of m.

Proof. Mtor is by definition the torsion submodule of M , whence M/Mtor restricts to a torsion-free
coherent sheaf on the punctured spectrum Spec Λ \ {m}; but the punctured spectrum is a regular

55We sketch the proof here, which is obtained by reversing the roles of O and O[ in [15, Prop. 3.8]. Let p[ :=

(p, p1/p, p1/p
2
, . . . ) ∈ A[, whose absolute value |p[| = |p| we may normalise to p−1 for simplicity of notation. It is

sufficient to prove the following, which allows a root to any given polynomial to be built by successive approximation: If
f(X) ∈ O[[X] is a monic irreducible polynomial of degree d ≥ 1, and α ∈ O[ satisfies |f(α)| ≤ p−n for some n ≥ 0, then
there exists ε ∈ O satisfying |ε| ≤ p−n/d and |f(α + ε)| ≤ p−(n+1). Well, given such f(X) and α, use the fact that C[
and C have the same value group (this is easy to prove), which is divisible since C is algebraically closed, to find c ∈ O[
such that c−df(α) is a unit of O[. Then g(X) := c−df(α+ cX) is a monic irreducible polynomial in C[[X] whose constant
coefficient lies in O[ (even O[×); a standard consequence of Hensel’s lemma is then that g(X) ∈ O[[X]. Next observe that
the canonical projection O[ → O/pO has kernel p[O[ (Proof. Either argue using valuations, or extract a more general
result from the proof of Lemma 3.7.), whence every monic polynomial in O[/p[O[ has a root. So, by lifting a root we find
β ∈ O[ satisfying g(β) ∈ p[O[; this implies that f(α+ cβ) ∈ f(β)p[O[, and so ε := cβ has the desired property. �

56However, Ainf is not Noetherian, it is usually not coherent [12], and the presence of certain infinitely generated,
non-topologically-closed ideals implies that it has Krull dimension ≥ 3...
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one-dimensional scheme, so this torsion-free coherent sheaf is necessary a vector bundle, and so
extends to a vector bundle on Spec Λ by (i); this vector bundle corresponds to a finite free Λ-module
Mfree which contains M/Mtor, with the ensuing quotient M being supported at the closed point of
Spec Λ. �

(iv) Finite projective modules over Λ[ 1
π ] are finite free.

Proof. Let N be a finite projective Λ[ 1
π ]-module, and pick a finitely generated Λ-module N ′ ⊆ N

satisfying N ′[ 1
π ] = N . Then N ′p is a projective module over Λp for every non-maximal prime ideal

p ⊆ Λ: indeed either π /∈ p, in which case N ′p is a localisation of the projective module N , or
p = 〈π〉, in which case Λp is a discrete valuation ring and it is sufficient to note that N ′p obviously
has no π-torsion. This means that N ′ restricts to a vector bundle on the punctured spectrum,
whose unique extension to a finite free Λ-module N ′′ satisfies N ′′[ 1

π ] = N . �

Theorem A.2. (i) (Kedlaya) Any vector bundle on the punctured spectrum

SpecAinf \ {the max. ideal of Ainf}

extends uniquely to a vector bundle on SpecAinf.

(ii) If M is a finitely presented Ainf-module such that M [ 1
p ] is finite free over Ainf[

1
p ], then M is perfect

(again, this means that M admits a finite length resolution by finite free Ainf-modules).

(iii) If M is a finitely presented Ainf-module such that M [ 1
p ] is finite free over Ainf[

1
p ], then there is

functorial short exact sequence of Ainf-modules

0 −→Mtor −→M −→Mfree −→M −→ 0

such that: Mtor is a perfect Ainf-module killed by a power of p; Mfree is a finite free Ainf-module;
and M is a perfect Ainf-module killed by a power of the ideal 〈p, t〉.

(iv) Finite projective modules over Ainf[
1
p ] are finite free.

Proof. We have nothing to say about (i) here, and refer instead to [BMS, Lem. 4.6]. We will also only
briefly comment on the remaining parts of the theorem, since these self-contained results may be easily
read in [BMS, §4.2].

(ii): By clearing denominators in a basis for M [ 1
p ] to construct a finite free Ainf-module M ′ ⊆ M

satisfying M ′[ 1
p ] = M [ 1

p ], we may reduce to the case that M is killed by a power of p, i.e., M is a

Ainf/p
rAinf = Wr(O[)-module for some r � 0. By an induction on r, using that Wr(O[) can be shown

to be coherent, one can reduce to the case r = 1, in which case it easily follows from the classification
of finitely presented modules over the valuation ring O[: they have the shape (O[)n ⊕O[/a1O[ ⊕ · · · ⊕
O[/amO[, for some n ≥ 1 and ai ∈ O[, and so in particular are perfect.

(iii): This is proved similarly to the analogous assertion in the previous remark.
(iv): This is proved exactly as the analogous assertion in the previous remark, once it is checked that

the localisation Ainf,〈p〉 is a discrete valuation ring.

Corollary A.3. Let M be a finitely presented Ainf-module such that M [ 1
p ] is finite free over Ainf[

1
p ]. If

either M⊗Ainf
W (k) or M⊗Ainf

O is p-torsion-free (equivalently, finite free over W (k) or O respectively),
then M is a finite free Ainf-module.

Proof. It follows easily from the hypothesis that the map M → Mfree in Theorem A.2(iii) becomes an
isomorphism after tensoring by W (k) or O; hence M [ 1

p ] and M ⊗Ainf
k have the same rank over Ainf[

1
p ]

and k respectively. But an easy Fitting ideal argument shows that if N is a finitely presented module
over a local integral domain R satisfying dimFracR(N⊗RFracR) = dimk(R)(N⊗R k(R)), then N is finite
free over R.

To state and prove the next corollary we use the elements ξ, ξr, µ ∈ Ainf constructed in §3.3:

Corollary A.4. Let M be a finitely presented Ainf-module, and assume:
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- M [ 1
pµ ] is a finite free Ainf[

1
pµ ]-module of the same rank as the W (k)-module M ⊗Ainf

W (k).

- There exists a Frobenius-semi-linear endomorphism of M which becomes an isomorphism after
inverting ξ.

Then M [ 1
p ] is finite free over Ainf[

1
p ].

Proof. We must show that each Fitting ideal of the Ainf[
1
p ]-module M [ 1

p ] is either 0 or Ainf[
1
p ]; indeed,

this means exactly that M [ 1
p ] is finite projective over Ainf[

1
p ], which is sufficient by Theorem A.2(iv).

Since Fitting ideals behave well under base change, it is equivalent to prove that the first non-zero
Fitting ideal J ⊆ Ainf of M contains a power of p. Again using that Fitting ideals base change well,
our hypotheses imply that JAinf[

1
pµ ] = Ainf[

1
pµ ] and JW (k) 6= 0; that is, J contains a power of pµ and

J + W (m[) contains a power of p, where W (m[) := Ker(Ainf → W (k)). Because of the existence of the
Frobenius on M , we also know that J and ϕ(J) are equal up to a power of ϕ(ξ). In conclusion, we may
pick N � such that

(i) (pµ)N ∈ J ;

(ii) pN ∈ J +W (m);

(iii) ϕ(ξ)Nϕ(J) ⊆ J and ϕ(ξ)NJ ⊆ ϕ(J).

Since W (m) is the p-adic completion of the ideal generated by ϕ−r(µN ), for all r ≥ 0,57 observation
(ii) lets us write pN = α+βϕ−r(µN ) +β′pN+1 for some α ∈ J and β, β′ ∈ Ainf, and r ≥ 0. Since 1−β′p
is invertible, we may easily suppose that β′ = 0, i.e., pN = α+βϕ−r(µN ). Multiplying through by pNξNr
gives ξNr p

2N = pNξNr α+ βpNµN , which belongs to J by (i) and (ii).
We claim, for any a, i ≥ 1, that

ξar p
some power ∈ J =⇒ ξa−1

r psome other power ∈ J .

A trivial induction then shows that J contains a power of p, thereby completing the proof, and so it
remains only to prove this claim. Suppose ξar p

b ∈ J for some a, b, i ≥ 1. Then ϕr(ξr)
apb ∈ ϕr(J),

and so ϕr(ξr)
a+Npb ∈ J (since an easy generalisation of (iii) implies that ϕr(ξr)

Nϕr(J) ⊆ J). But
ϕr(ξr) ≡ pr mod ξr, so we may write ϕr(ξr)

a+N = pr(a+N) +αξr for some α ∈ Ainf and thus deduce that
J 3 (pr(a+N) + αξr)p

b = pr(a+N)+b + αξrp
b. Now multiply through by ξa−1

r and use the supposition to
obtain ξa−1

r pr(a+N)+b ∈ J , as required.

We will also need the following to eliminate the appearance of higher Tors in the crystalline special-
isation of the Ainf-cohomology theory:

Lemma A.5. Let M be an Ainf-module such that M [ 1
p ] is flat over Ainf[

1
p ]. Then Tor

Ainf
∗ (M,W (k)) = 0

for ∗ > 1.

Proof. Let [m[] ⊆ W (m[) be the ideal of Ainf which is generated by Teichmüller lifts of elements of m[.
We first observe that Ainf/[m

[] is p-torsion-free and has Tor-dimension = 1 over Ainf: indeed, [m[] is the
increasing union of the ideals [π]Ainf, for π ∈ m[ \{0}, and the claims are true for Ainf/[π]Ainf since p, [π]
is a regular sequence of Ainf.

Next, since Wr(m
[) is generated by the analogous Teichmüller lifts in Wr(O) = Ainf/p

rAinf, for any
r ≥ 1 (c.f., footnote 21), the quotient W (m[)/[m[] is p-divisible. Combined with the previous observation,
it follows that W (m[)/[m[] is uniquely p-divisible, i.e., an Ainf[

1
p ]-module, whence

Tor
Ainf
∗ (W (m[)/[m[],M) = Tor

Ainf[
1
p ]

∗ (W (m[)/[m[],M [ 1
p ]),

which vanishes for ∗ > 0 by the hypothesis on M . Combining this with the short exact sequence

0→W (m[)/[m[]→ Ainf/[m
[]→ Ainf/W (m[) = W (k)→ 0

and the initial observation about the Tor-dimension of the middle term completes the proof.

57By an easy induction using that p is a non-zero-divisor in Ainf/W (m), this follows from the fact that the maximal ideal
of Ainf/pAinf = O[ is generated by the elements ϕ−r(ε)− 1, for all r ≥ 0.
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B Two lemmas on Koszul complexes

Let R be a ring, and g1, . . . , gd ∈ R. The associated Koszul complex will be denoted by KR(g1, . . . , gd) =⊗d
i=1KR(gi), where KR(gi) := [R

gi−→ R]. Here we state two useful lemmas concerning such complexes,
the second of which describes the behaviour of the décalage functor.

Lemma B.1. Let g ∈ R be an element which divides g1, . . . , gd, and such that gi divides g for some i.
Then there are isomorphisms of R-modules

Hn(KR(g1, . . . , gd)) ∼= R[g](
d−1
n ) ⊕R/gR(d−1

n−1)

for all n ≥ 0.

Proof. [Lem. 7.10, BMS].

Lemma B.2. Let f ∈ R be a non-zero-divisor such that, for each i, either f divides gi or gi divides f .
Then:

- If f divides gi for all i, then ηfKR(g1, . . . , gd) ∼= KR(g1/f, . . . , gd/f).

- If gi divides f for some i, then ηfKR(g1, . . . , gd) is acyclic.

Proof. [Lem. 7.9, BMS].
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